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The automatic conversion of English text to synthetic speech is presently being performed, 
remarkably well, by a number of laboratory systems and commercial devices. Progress in this 
area has been made possible by advances in linguistic theory, acoustic-phonetic 
characterization of English sound patterns, perceptual psychology, mathematical modeling of 
speech production, structured programming, and computer hardware design. This review 
traces the early work on the development of speech synthesizers, discovery of minimal acoustic 
cues for phonetic contrasts, evolution of phonemic rule programs, incorporation of prosodic 
rules, and formulation of techniques for text analysis. Examples of rules are used liberally to 
illustrate the state of the art. Many of the examples are taken from Klattalk, a text-to-speech 
system developed by the author. A number of scientific problems are identified that prevent 
current systems from achieving the goal of completely human-sounding speech. While the 
emphasis is on rule programs that drive a formant synthesizer, alternatives such as articulatory 
synthesis and waveform concatenation are also reviewed. An extensive bibliography has been 
assembled to show both the breadth of synthesis activity and the wealth of phenomena covered 
by rules in the best of these programs. A recording of selected examples of the historical 
development of synthetic speech, enclosed as a 33 «-rpm record, is described in the Appendix. 

PACS numbers: 43.10. Ln, 43.72.Ja 
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INTRODUCTION 

The intent of this review is to trace the history of prog- 
ress toward the development of systems for converting text 
to speech, giving credit along the way to those responsible 
for the important ideas that have led to present successes. 
Emphasis is placed on the theory behind current algorithms. 
The account of this theory, in conjunction with an extensive 
bibliography, can serve to bring someone new to the field 
"up to speed" fairly rapidly, even though to some extent 
existing commercial systems are hidden behind a cloud of 
proprietary trade secrets. Perceptual data that measure the 
intelligibility of current systems are summarized, and a brief 
attempt is made to estimate the potential of the technology 
for practical application, especially in areas of social need. A 
final purpose of this undertaking is to identify the weakest 
links in present systems for the conversion of unrestricted 
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text to fluent, intelligible, natural sounding speech. The hope 
is that this critical review will focus future research in direc- 

tions having the greatest payoff. The reader should be aware 
that the author is not an impartial outside observer, but rath- 
er an active participant in the field who has many biases that 
will no doubt color the review. 

The steps involved in converting text to speech are illus- 
trated in Fig. 1 (Allen, 1976). First, a set of modules must 
analyze the text to determine the underlying structure of the 
sentence, and the phonereit composition of each word. 
Then, a second set of modules transforms this abstract lin- 
guistic representation into a speech waveform. These pro- 
cesses have interesting connections to linguistic theory, 
models of speech production, and the acoustic-phonetic 
characterization of language (experimental phonetics)', as 
well as to a topic that Vanderslice (1968) calls "synthetic 
elocution," or the art of effective reading out loud. The re- 
view will focus on the conversion of English text to speech. 
Systems for other languages will not be reviewed unless they 
have contributed to the evolution of systems for English. 

It might seem more practical to store natural waveforms 
corresponding to each word of English, and to simply con- 
catenate them to produce sentences, particularly consider- 
ing the low cost and large capacity of new laser disk technol- 
ogy. However, such an approach is doomed to failure 
because a spoken sentence is very different from a sequence 
of words uttered in isolation. In a sentence, words are as 
short as half their duration when spoken in isolation--mak- 
ing concatenated speech seem painfully slow. The sentence 
stress pattern, rhythm, and intonation, which depend on 
syntactic and semantic factors, are disruptively unnatural 
when words are simply strung together in a concatenation 
scheme. Finally, words blend together at an articulatory lev- 
el in ways that are important to their perceived naturalness 
and intelligibility. The only satisfactory way to simulate 
these effects is to go through an intermediate syntactic, pho- 
nological, and phonetic transformation. • 

A second problem with approaches that attempt to store 
representations for whole words is that the number of words 
that can be encountered in free text is extremely large, due in 
part to the existence of an unbounded set of proper names 
[ e.g., the Social Security Administration (1985) estimates 
that there are over 1.7 million different surnames in their 

files ], as well as the existence of general rules that permit the 

formation of larger words by the addition of prefixes and 
suffixes to root words, or by compounding. Also, new words 
are being coined every day. It was hoped that a system em- 
ploying prerecorded words might spell out such items for the 
listener, but this has proven to be less than satisfactory. 
Modem systems to be described below have fairly powerful 
fall-back procedures to be used when an unfamiliar word is 
encountered. 

For expository reasons, the review is organized back- 
wards with respect to Fig. 1. Only after we have some idea of 
the nature of the input information required by the synthesis 
routines will the second section take up the analysis of text. 

A. Linguistic framework 

A recent trend in linguistics has been to describe a lan- 
guage such as English in generafive terms, the goal being to 
specify rules for the generation of any legitimate sentence of 
the language (Chomsky and Halle, 1968). I have summar- 
ized and simplified this view somewhat in Fig. 2 to indicate 
how it might be applied to the problem of synthesis. Lin- 
guists believe that a sentence can be represented by a se- 
quence of discrete elements, calledphonemes, that are drawn 
from a small set of about 40 such sound building blocks for 
English (see Table IV). These abstract phonereit symbols 
might be thought to represent articulatory target configura- 
tions or gestures. Thus a word like "beam" consists of three 
phoneroes, the/b/characterized by lip closure, the vowel 
/i/ characterized by a high fronted tongue position, and the 
nasal/m/characterized by both lip closure and opening of 
the velar port to the nasal passages. The psychological rea- 
lity of the phoneme as a unit for representing how words are 
to be spoken is attested to by collections of speech errors in 
which phonereit exchanges are common (Fromkin, 1971 ). 
Linguists have also found it useful to be able to refer to the 
components or features of a phoneme, such as the fact that 
/b/ and /m/ are both + LABIAL, while only /m/ is 
+ NASAL. Rules describing how words change pronuncia- 

tion in certain sentence contexts are often stated most effi- 

ciently in terms of features. 
Phoneme strings form larger units' such as syllables, 

words, phrases, and clauses. These structures should be indi- 
cated in the underlying representation for an utterance, be- 
cause aspects of how a sentence is pronounced depend on the 

INPUT • ANALYSIS TEXT ROUTINES 

ABSTRACT 
UNDERLYING 
LINGUISTIC 

DESCRIPTION 

ß PRONUNCIATION OF EACH WORD 

(PHONEMES AND STRESS) 

ß SYNTACTIC STRUCTURE OF SENTENCE 

ß SEMANTIC FOCUS, AMBIGUITY RESOLUTION 

SYNTHESIS _ OUTPUT 
ROUTINES - SPEECH 

ß PHONETIC REALIZATION OF EACH 

PHONEME 

ß DURATION PATTERN 

ß FUNDAMENTAL FREOUENCY CONTOUR 

ß PHONETIC-TO-ACOUSTIC 
TRANSFORMATION 

FIG. 1. Text must be converted to an ab- 

stract linguistic representation so as to be 
able to generate an accurate synthetic ap. 
proximation to an English sentence. 
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SEMANTIC SYNTACTIC LEX I CAL 
COMPONENT COMPONENT COMPONENT 

CONSTITUENT STRUCTURE 
SPEAKING RATE, (ESPECIALLY LOCATIONS 
USE OF CONTRASTIVE 

OF PHRASE AND 
STRESS OR EMPHASIS 

CLAUSE BOUNDARIES ) 

PHONOLOGICAL 
COMPONENT 

I HONETIC STRING STRESS 
SEGMENTAL DURATION 

ASPECTS OF F O CONTOUR 

PHONETIC FEATURE 
IMPLEMENTATION 

RULES 

I TEMPORAL PATTERN OF MOTOR COMMANDS TO THE ARTICULATORS 

ARTICULATORY 
MODEL 

TEMPORAL PATTERN OF VOCAL 
TRACT SHAPES, LARYNGEAL 
CONFIGURATIONS, AND 
SUBGLOTTAL PRESSURE CHANGES 

ACOUSTIC 
MODEL 

• TEMPORAL PATTERN OF ACOUSTIC EVENTS 

SPEECH 

PHONEMIC STRING, 
LEXICAL STRESS 

FIG. 2. Simplified block diagram of how a linguist might view the sentence 
generation process. An abstract linguistic representation for a sentence that 
is provided by the semantic component, syntactic component and lexical 
component undergoes various intermediate transformations before becom- 
ing an acoustic waveform. 

locations of these types 'of boundaries. Each syllable of a 
word in a sentence can be assigned a strength or stress level. 
Differences in assigned stress make some syllables stand out 
from the others. The stress pattern has an effect on the dura- 
tions of sounds and on the pitch changes over an utterance 
(fundamental frequency of vocal cord vibrations, or fo ). 
The phonological component of the grammar converts pho- 
nemic representations and information about stress and 
boundary types into ( 1 ) a string of phonetic segments plus 
(2) a superimposed pattern of timing, intensity, andfo mo- 
tionsrathe latter three aspects being known as sentence pro- 
sody. 

In mapping phonemes into sound, traditional linguists 
recognize a second intermediate level of representation that 
has been termed the phonetic segment or allophone. For an 
extreme example, the phoneme/t/may be replaced by one 
of six distinctly different allophones, which will be described 
later in Fig. 27. Thephonological component of the grammar 
includes rules to make these substitutions, either by replac- 
ing one symbol by another, or by changing the feature repre- 
sentation of a phoneme. The theoretical status of a phonetic 
level of representation (can.it adequately describe individual 
languages and speaker behavior while simultaneously being 
capable of representing details in all human languages) is in 
some dispute, but since the text-to-speech algorithms follow 
allophonic substitution by other rules to make graded 
changes to segments, these theoretical questions are of less 
concern. 
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Unfortunately, most generative linguists have concen- 
trated their efforts on developing rules and representational 
systems for the upper components of Fig. 2, and have left 
much of the detail concerned with articulation (feature im- 
plementation) and conversion to sound unspecified. Never- 
theless, text-to-speech systems have benefited from attempts 
to follow this schema, and incorporate as many published 
phonetic details as possible within their algorithms, as we 
will see. 

I. PHONEMRS-TO-SPEECH CONVERSION 
ß 

As suggested by Fig. 2, many steps are required in order 
to convert a phoneme string--supplemented by lexical 
stress, syntactic, and semantic information--into an acous- 
tic waveform. An overview of these transformations is most 

easily provided by describing examples taken directly from 
the Klattalk algorithms (Klatt, 1982a). For example, the 
phonemes, stress, and syntactic symbols shown at the top in 
Fig. 3 for the utterance "Joe ate his soup" are first converted 
into allophones. Following the usual convention, Fig. 3 rep- 
resentations surround phonemes by slashes, and place 
square brackets around a phonetic string. Phonological rules 
modify three of the phonemes in this example. The/h/of 
unstressed "his," being unstressed, is deleted, which then 
causes the/t/of"ate" to become a flap. Finally, the postvo- 

ABSTRACT LINGUISTIC REPRESENTATION: 

/•"o) 'et hzz s'up./ 

ALLOPHONIC RECODING: 

[•"o 'eœ ,s s'up.] 

Ua.T,O. SEC,F,C.TO.. SEC: 

[100, 210,180, 20, 65, 75, 90, 165, 75 ] 

FUNDAMENTAL FREQUENCY GESTURES: 

I. HAT RISE DURING [0] - 
2. STRESS PULSE ON 
•5. STRESS PULSE ON [e] 
4. STRESS PULSE ON 
5. HAT FALL DURING 

SELECTED SYNTHESIZER CONTROL PARAMETERS: 

N 

b .2 .4 .• .e •.o 
TIME (S) 

SPECTROGRAM OF SYNTHETIC WAVEFORM: 

FIG. 3. An example of successive stages in the Klattalk transformation of a 
phonemic representation for the sentence "Joe ate his soup" to an acoustic 
waveform, see text. 
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calic/z/of "his" becomes voiceless under the influence of 

the following voiceless ?s?. 2 All other phonemes are realized 
in their canonical phonetic form. Of course, these canonical 
allophones might be modified by later rules involving stress, 
duration, and phonetic context, but the modifications are 
graded in nature and so do not call for separate discrete allo- 
phonic symbols. 

Next, each phonetic segment is assigned an inherent du- 
ration by table lookup, and a set of duration rules is applied 
to predict changes to the duration of the segment as a func- 
tion of sentential context. There are many such rules, so only 
a few will be illustrated. The final vowel of the sentence is 

lengthened by a clause-final lengthening rule. Stressed vow- 
els are lengthened, as are the consonants that precede them 
in the same syllable. The vowels in "ate" and "soup" are 
shortened because the next consonants are voiceless. A spe- 
cial incompressibility constraint ensures that interacting 

rules cannot shorten a segment beyond a certain minimum. 
Next, a fundamental frequency (fo) contour is deter- 

mined by rules that specify the locations and amplitudes of 
step and impulse commands that will be applied to a low- 
pass filter in order to generate a smooth fo contour as a 
function of time. The first rule erases the verb-phrase bound- 
ary symbol ")" in the phonemic representation because the 
preceding noun phrase "Joe" is too short to carry its own 
phrasal pattern. Then, a step rise info is placed near the start 
of the first stressed vowel, i n accordance with a "hat theory" 
of intonation ('t Hart and Cohen, 1973), and a step fall is 
placed near the start of the final stressed vowel. These rises 
and falls set off syntactic units. Stress is also manifested in 
this rule system by causing an additional local rise on 
stressed vowels, using the impulse commands. The amount 
of rise is greatest for the first stressed vowel of a syntactic 
unit, and smaller thereafter. Finally, small local influences of 

THEORY/HARDWARE 
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1950 

static articulatory 
synthesizer 

I 
ROSEN 

1958 

dynamic articulatory 
synthesizer 

I POTTER. KOPP 8, I GREEN. 1947 
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pattern playback 
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cascade' formant minimal rules parallel diphone concatenation 

synthesizer (theory only) formant (theory only) 

I ! 'ynthlesiz'r 

LOCHBAUM, 1952 11976, 19781 
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, 
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outstanding 
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demi-syllable formant coded 

concatenation diphones 

I 9; 
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to format variables rules CVC 

LABORATORY TEXT-TO-SPEECH SYSTEMS ............ ! ........................................................................................... 
I "'" ,.68 1 ø'"' '*• "'" '*• I ,, I,GR•STROU. 1976 I ,.80 I I • •*•1 
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FIG. 4. Historical antecedents of the phoneme-to-speech algorithms used in several commercial text-to-speech systems. 
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phonetic segments are added by positioning commands to 
simulate fo rises for voiceless consonants and high vowels. 

Next, a phonetic synthesis-by-rule system derives time 
functions that characterize the activity of voicing and noise 
sound sources, and the acoustic resonance properties of the 
vocal tract. In the Klattalk program, 19 time functions are 
generated, although only the three lowest formant frequency 
time functions are shown in Fig. 3. Rules contained in this 
phonetic realization module begin by selecting targets for 
each parameter for each phonetic segment. The target is ac- 
tually a time-varying trajectory in the case of vowels because 
most English vowels are either diphthongs (consisting of a 
sequence of two articulatory targets), or include diphthong- 
ized offsets. Targets are sometimes modified by rules that 
take into account features of neighboring segments. Then, 
transitions between targets are computed according to rules 
that range in complexity from simple smoothing to a fairly 
complicated implementation of the locus theory (Delattre et 
al., 1955; Klatt, 1979b). Most smoothing interactions in- 
volve segments adjacent to one another, but there may also 
be articulatory/acoustic interaction effects that span more 
than the adjacent segment--for example, the Klattalk pro- 
gram includes slow modifications to formant motions to 
mimic aspects of vowel-to-vowel coarticulation across a 
short intervening consonant ((•hman, 1966). 

Finally, a formant synthesizer (Klatt, 1980) is use, d to 
convert this parametric representation into a speech wave- 
form. The nature of the output speech waveform is illustrat- 
ed by providing a broadband sound spectrogram at the bot- 
tom of Fig. 3. Klattalk might have tried to follow Fig. 2 more 
closely by creating a model of the articulators and a second 
model of the conversion of articulatory configuration to 
sound, but at our current state of knowledge, this was judged 
to be too difficult and computationally costly. Examples of 
attempts by others to follow an articu!atory approach will be 
described in Sec. I C 2. 

The following sections consider the various components 
of the synthesis-by-rule process in detail. A summary high- 
lighting selected previous work on speech synthesis by rule is 
presented in block diagram form in Fig. 4. The diagram 
traces early work on the development of speech synthesizers, 
rule programs, and laboratory text-to-speech systems 
[ many of the earlier references have been reprinted in Flana- 
gan and Rabiner (1973)]. Several commercial text-to- 
speech systems are identified at the bottom of the figure 
(Kurzweil, 1976; Gagnon, 1978; Groner et al., 1982; Bruck- 
ert et al., 1983; Magnusson et al., 1984), and their historical 
origins are suggested by the interconnecting references 
shown above. Other less expensive text-to-speech systems 
have been described elsewhere (e.g., Bell, 1983; Kaplan and 
Lerner, 1985). 

A. Early synthesizers: Copying speech 

Interest and activity in speech synthesis by mechanical 
and electrical devices go back a long way (Dudley and Tar- 
noczy, 1950); the history is well summarized by Flanagan 
( 1972, 1976, 1981 ). The earliest (static) electrical formant 
synthesizer appears to have been built by Stewart (1922). 
Two resonant circuits were excited by a buzzer in this device, 

permitting approximations to static vowel sounds by adjust- 
ing resonance frequencies to the lowest two natural acoustic 
resonances of the vocal tract (formants) for each vowel. 

Speech analysis/synthesis systems were conceived at 
the Bell Telephone Laboratories in the mid-thirties, culmi- 
nating in the vocoder (Dudley, 1939 ), a device for analyzing 
speech into slowly varying acoustic parameters that could 
then drive a synthesizer to reconstruct an approximation to 
the original waveform. This led to the idea for a humanly 
controlled version of the speech synthesizer, called the 
"Voder" (Dudley etal., 1939). The Voder, shown in Fig. 5, 
consisted of keys for selecting a voicing source or noise 
source, with a foot pedal to control fundamental frequency 
of voicing vibrations. The source signal was routed through 
ten bandpass electronic filters whose output levels were con- 
trolled by an operator's fingers. The Voder was displayed at 
the 1939 World's Fair in New York (example 1 of the Ap- 
pendix). It took considerable skill and practice to play a 
sentence on the device. Intelligibility was marginal, but po- 
tential was clearly demonstrated. However, no modern text- 
to-speech system uses a set of fixed filter channels to create 
speech. 

Not long thereafter, the "Pattern Playback" synthesizer 
was developed at the Haskins Laboratories, which permitted 
converting the patterns seen on broadband sound spectro- 
grams back into sound (Cooper et al., 1951; see also Young, 
1948). In the Pattern Playback synthesizer shown in Fig. 6, 
a tone wheel generated harmonics of a 120-Hz tone, while 
harmonic amplitudes were controlled over time by the re- 
flectance of painted spectrographic patterns on a moving 
transparent belt. Franklin Cooper, Alvin Liberman, Pierre 
Delattre, and their associates experimented with syllable 
patterns--at first copied directly from spectrograms and 
then simplified and stylized--in an effort to determine the 
acoustic cues sufficient to induce the perception of various 
phonetic contrasts (example 2 of the Appendix). The con- 
stant pitch made for a somewhat unnatural sound, but intel- 
ligibility was more than adequate for their purposes. In fact, 
words in 20 Harvard sentences were 95% intelligible if spec- 

-------nUNVOICED 
RANDOM ! SOURCE 

NOISE ! I 
SOURCE ) 1 

iOSC) LLATO R! VO)CED ..... -JSOURCE 

RESONANCE CONTROL' ' 

ENERGY SWITCH 

• WRIST BAR l 

LOUD 
SPEAKER 

AMPLIFIE • 

FIG. 5. The Voder speech synthesizer, consisting of a bank of filters excited 
by an impulse train or noise, and controlled by a piano-like keyboard, after 
Dudley et al. (1939). 
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• A J• AND PHOTOCELL 

(REFLECTION) 

,' 

WH •:)URCE 

IGHT COLLECTOR (TRANSMISSION) 

{• LOUD- AMPLIFIER SPEAKER 

FIG. 6. The Haskins Pattern 

Playback, consisting of an opti- 
cal system for modulating the 
amplitudes of a set of harmon- 
ics of 120 Hz over time depend- 
ing on patterns painted on a 
moving transparent belt, after 
Cooper et al. ( 1951 ). 

trograms were copied directly onto the transparent belt. The 
same words were about 85% intelligible after the spectro- 
graphic patterns had been schematized according to hypoth- 
eses about the most important aspects of observed patterns 
(Cooper et al., 1951 ). Important early discoveries at Has- 
kins are discussed in a later section. 

1. The source-filter theory of speech generation 

The Voder and Pattern Playback were methods for 
copying the time-varying spectral patterns of speech. A criti- 
cal next step in the history of speech synthesis was the devel- 
opment of an acoustic theory of how speech is produced 
(summarized in Fant, 1960) and the design of formant and 
articulatory synthesizers based on this theory. The acoustic 
theory of speech production, in its simplest form, states that 
it is possible to view speech as the outcome of the excitation 
of a linear filter by one or more sound sources. The primary 
sources of sound are voicing, caused by the vibration of the 
vocal folds, and turbulence noise caused by a pressure differ- 
ence across a constriction. The linear filter simulates the res- 

onance effects of the acoustic tube formed by the pharynx, 
oral cavity, and lips. This vocal tract transfer function can be 
modeled by a set of poles-•each complex conjugate pair of 
poles producing a local peak in the spectrum, known as a 
formant. At times the representation of the vocal tract trans- 
fer function in terms of a product of poles has to be augment- 
ed with zeros (antiresonators) to model the sound absorbing 
properties of side-branch tubes in complex articulations 
such as nasals, nasalized vowels, and fricatives (Fant, 1960 ). 

2. Models of the vocal tract transfer function 

Some speech synthesizers based on this acoustic theory 
use both poles (formant resonators)' and zeros (antifor- 
mants) to model the vocal tract transfer function, while oth- 
er models have tried to avoid the necessity of zeros. It has 
been argued that spectral notches caused by transfer func- 
tion zeros are hard to detect auditorily (Malme, 1959), and 
therefore that the primary acoustic/perceptual effect of a 
zero is its influence on the amplitude of any nearby formant 

peak. If this assumption is true, then one may not require 
zero circuits in a synthesizer, as long as it is possible to adjust 
the amplitudes of formant peaks appropriately based on a 
knowledge of where the zeros of the transfer function should 
be. This simplification has led to a parallel formant synthe- 
sizer as one popular method for modeling the vocal tract 
transfer function. The outputs of a set of resonators connect- 
ed inparallel are summed, and the input sound source ampli- 
tude of each formant resonator is determined by an indepen- 
dent control parameter. 

The first formant synthesizers to be dynamically con- 
trolled were Walter Lawrence's Parametric Artificial Talker 

("PAT") and Gunnar Fant's Orator Verbis Electris ("OVE 
I") (Lawrence, 1953; Fant, 1953). PAT consisted of three 
electronic formant resonators connected in parallel, whose 
inputs were either a buzz or noise. A moving glass slide was 
used to convert painted patterns into six time functions to 
control the three formant frequencies, voicing amplitude,fo, 
and noise amplitude. OVE I, on the other hand, consisted of 
formant resonators connected in series, the lowest two of 
which were varied in frequency by movements in two dimen- 
sions of a mechanical arm. The amplitude andfo of the voic- 
ing source were determined by hand-held potentiometers. 
OVE I was restricted to the production of vowel-like sounds. 
PAT and OVE I engaged in an amusing conversation at a 
conference at MIT in 1956 (examples 3 and 4 of the Appen- 
dix). 

Improvements were made in the synthesizers and con- 
trol strategies over the next few years, so that when PAT and 
OVE met again on the stage at the 1962 Stockholm Speech 
Communication Conference, both were capable of a remark- 
ably close approximation to a human sentence (examples 5 
and 6 of the Appendix). PAT was first modified to have 
individual formant amplitude controls and a separate circuit 
for fricatives; it was later converted to cascade operation 
(Anthony and Lawrence, 1962). OVE I had evolved into 
OVE II (Fant and Martony, 1962), which included a sepa- 
rate static branch to simulate nasal murmurs and a special 
cascade of two formants and one antiformant to simulate a 

simplified approximation to the vocal tract transfer function 
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for frication noise excitation, Fig. 7. These circuits represent 
constraining idealizations/simplifications compared with 
underlying acoustic theory; it remained to be shown whether 
the new model was capable of synthesizing highly intelligible 
versions of consonants in various languages of the world. 

The designers of the original PAT and OVE disagreed 
on whether the transfer function of the acoustic tube formed 

by the vocal tract should be modeled by a set of formant 
resonators connected in cascade (Fant, 1953, 1956, 1959, 
1960) or connected in parallel (Lawrence, 1953; see also 
Holmes, 1973). The authors were in complete agreement as 
to the theory (see Flanagan, 1957, for a discussion of the 
mathematical relations between the two approaches) but 
disagreed on practical matters concerning whether it was 
possible to approximate vowel nasalization adequately in a 
cascade model, or how to avoid peculiarities in the transfer 
function produced by a parallel configuration when formant 
amplitude control settings were not perfect. The arguments 
persist, although at a much more sophisticated level 
(Holmes, 1983). 

Modern synthesizers have largely abandoned electronic 
circuitry in favor of simulation on a digital computer (Gold 
and Rabiner, 1968) or construction of special-purpose digi- 
tal hardware. Designs have added subtleties such as an abi- 
lity to amplitude modulate the noise in a voiced fricative due 
to the modulation of the air stream induced by the vibrating 
vocal folds (Maxey, 1963; Rabiner, 1968), and have added 
more variable control parameters, but have otherwise not 
changed greatly (see references cited in Klatt, 1980). The 
desirability of using a hybrid synthesizer with cascaded for- 
mants (and an extra pole-zero pair for mimicking nasaliza- 
tion) for synthesis of sonorants, and parallel formants (with 
the same formant frequency values) for synthesis of ob- 

struents was proposed by Klatt (1972). Klatt argued that 
the quantal theory of consonant place of articulation (Ste- 
vens, 1972) could be implemented directly by simple rules in 
such a synthesizer. The publication of this synthesizer as a 
Fortran listing ( Klatt, 1980) promoted its use for perceptual 
experimentation in many laboratories, facilitating replica- 
tion of stimuli and experimental results. 

An important milestone in the development of speech 
synthesizers was the demonstration that synthetic speech 
could be so good that the average listener could not tell the 
difference between a synthetic and natural sentence when 
presented with both in sequence (example 8 of the Appen- 
dix). The demonstration occurred at the 1972 Boston 

Speech Communication Conference when John Holmes de- 
scribed a new version of a parallel formant synthesizer 
(Holmes, 1973). Holmes had spent a winter much earlier 
working with OVE II to synthesize a good copy of the sen- 
tence "I enjoy the simple life" spoken by a man, but had 
more difficulty with a female utterance (Holmes, 1961 ) (ex- 
ample 7 of the Appendix). Considering his experience with 
both cascade and parallel formant models, it is interesting to 
note that Holmes now much prefers the parallel model 
shown in Fig. 8 when the objective is to match a natural 
recording of a particular speaker. His argument, which is 
somewhat complex, is presented in detail in Holmes ( 1973, 
1983). In essence, he showed that it is desirable to use a 
voicing waveform based on that of the speaker being mod- 
eled. This waveform can be obtained by inverse filtering 
vowels produced by the speaker to be imitated (the inverse 
filter, when properly adjusted, cancels the acoustic effects of 
the vocal tract transfer function). Holmes noted that styl- 
ized glottal pulses of the type used in conventional formant 
synthesizers work nearly as well. After adjusting the fre- 
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FIG. 7. The OVE II speech synthesizer, consisting of three separate circuits to model the transfer function of the vocal tract for vowels (top), nasals 
( middle ), and obstruent consonants (bottom), after Fant and Martony ( 1962 ). Available sound sources are voicing (top), aspiration noise ( middle ), and 
frication noise (bottom). 
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FIG. 8. The Holmes parallel formant synthesizer, consisting of four parallel formants and a nasal formant, each excited by a variable mixture of voicing 
and/or noise, after Holmes ( 1973 ). 

quency and amplitude of the voicing source so as to mimic 
the fluctuations seen in the sentence, Holmes spent a long 
time carefully adjusting formant frequencies and amplitudes 
on a trial-and-error basis (see Fig. 9 ). He found that much of 
the detailed period-to-period variability in the spectra of nat- 
ural speech can be mimicked by proper adjustments to the 
amplitudes of parallel formants•ven though we may not as 
yet have a good enough theory and source model to account 
for all of this natural variation. According to Holmes, the 
observed irregularities in the spectrum between the formant 
peaks are of little perceptual importance; only the strong 
harmonics near a formant peak and below F 1 must be syn- 
thesized with the correct amplitudes in order to mimic an 
utterance with a high degree of perceptual fidelity. Holmes 
also showed that phase relations among harmonics of the 
voicing source are important for earphone listening, but not 
when loudspeakers are used and the sound is modified by the 
reverberation of ordinary room acoustics. The Holmes syn- 
thesizer has recently been implemented on a real-time signal 
processing chip (Quarmby and Holmes, 1984). 

Translation of the Holmes voice imitating abilities into 
rules for automatic synthesis of natural voice qualities has 
not, as yet, been successfully achieved. His parallel synthe- 
sizer is clearly up to the job, at least for male voices, so the 
problem remains one of developing an appropriate theory of 
control. Of course, it may be that the right theory will sug- 
gest a quite different model, such as an articulatory synthe- 
sizer. 

3. Models of the voicing source 

The voicing sound source used in a formant synthesizer 
has evolved from the simple sawtooth waveforms and fil- 
tered impulse train used in early designs. An impulse train 
filtered by a two-pole low-pass filter, displayed at the top in 
Fig. 10, has about the fight average spectrum, but th• phase 
of this waveform is wrong. Primary excitation of the vocal 
tract filters occurs at a time corresponding to the instant the 
folds open, rather than at closure. Furthermore, the spec- 
trum envelope is perfectly regular (i.e., monotonically de- 
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FIG. 9. Comparison of broadband and narrow-band sound spectrograms of 
a natural utterance and a synthetic imitation produced by Holmes (1973). 

creasing at about 12 dB per octave), which contrasts with 
evidence indicating the presence of zeros in the spectra of 
normal voicing.waveforms (Flanagan, 1958; Miller, 1959; 
Mathews et al., 1961; Monsen and Engebretson, 1977; Fant, 
1979; Sundberg and Gauffin, 1979; Ananthapadmanabha, 
1984). 

Perceptual data (Rosenberg, 1971 ) and theoretical con- 
siderations (Titze and Talkin, 1979) suggest ways in which 
the simulation of the glottal waveform might be improved.. 
For example, Rothenberg et al. (1975) constructed a three- 

LOW-PASS FILTERED IMPULSE TRAIN 

TYPICAL WAVEFORM 

LONGER OPEN PERIOD 

LESS ABRUPT CLOSURE 

ADDITION OF BREATHINESS NOISE 

NEW VOICING SOURCE 

FIG. 10. Comparison of voicing waveforms consisting of a filtered impulse 
(top) and several more natural waveforms produced by varying the open 
quotient, spectral tilt, and breathiness in the Klattalk model. 

parameter model of the voicing waveform that can produce a 
family of more natural waveshapes varying with respect to 
fundamental frequency, amplitude, open quotient (ratio of 

, 

open time to total period), degree of static glottal opening, 
and breathiness. Some of these degrees of freedom are illus- 
trated in Fig. 10. The model is used in the Infovox SA-101 
text-to-speech system (Magnusson et al., 1984). 

More recently, Fant et al. (1985) have proposed a 
mathematical model having similar capabilities, but with 
more direct control over the important acoustic variables. 
Some of the flexibility is illustrated in the spectral domain in 
Fig. 11. General spectral tilt, locations of spectral zeros, and 
intensity of the fundamental component are under user con- 
trol. The Klattalk voicing source waveform defined in the 
top half of Fig. 12, which is quite similar to the Fant model, 
can be modified in (1) open period, (2) abruptness of the 
closing component of the waveform, (3) breathiness, and 
(4) degree of diplophonic vibration (alternate periods more 
similar than adjacent periods). However, rules for dynamic 
control of these variables are quite primitive. The limited 
naturalness of synthetic speech from this and all other simi- 
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FIG. 11. Selected magnitude spectra of the output of, the voicing source 
model of Klattalk as the duration of the open portion of the glottal cycle is 
varied from 1 ms (NOPEN --40) to 6 ms (NOPEN -- 240). Note the sig- 
nificant change in relative energy content at low frequencies; the amplitude 
of the first harmonic varies by about 24 dB from top to bottom panels. Short 
samples of the glottal waveform U s (t) and its first derivative are shown to 
the left of each spectrum. 
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FIG. 12. Block diagram of the Klattalk synthesizer in which a new voicing algorithm (top) has been added to the synthesizer (bottom) that was described in 
Klatt (1980). Nineteen variable control parameters are identified, including the new voicing source parameters OQ (open quotient) and TL ( spectral tilt). 
Other synthesizer constants that are not shown, such as the frequencies of the fixed fourth and fifth formant resonators, can be reset by the user by modifying a 
set of speaker-defining constants. 

lar devices suggests that either something is still missing 
from the voicing source models, or that we do not yet know 
how to control them properly. 

A number of recent glottal waveform models produce 
source spectra that include zeros (see Fujisaki, 1986 for a 
review). Flanagan ( 1972, pp. 232-245) describes the ex- 
pected locations of voicing source spectral zeros as a func- 
tion of various assumptions about the nature of the glottal 
volume velocity waveform. Many different types of wave- 
shapes imply the existence of zeros; the only requirement is 
that there be well-defined open and closing times. If a source 
spectral zero is near in frequency to a formant, the formant 
will be reduced in amplitude or even completely obliterated. 
Source spectral zeros are present in the glottal waveform 
models ofFant et al. (1985) and in Klattalk, but the depth of 
the spectral notches is only a few decibels. Flanagan shows 
that the frequency locations and depth of spectral notches 
induced by source zeros depend on relatively small changes 

to critical aspects of the source waveform, such as symmetry. 
It may be that the dull, lifeless quality of synthetic voices is 
due in part to the absence of small period-to-period changes 
to the zero pattern. Holmes (1973) was able to synthesize a 
nearly perfect imitation of a male voice without resorting to 
this level of detail in modeling the source, but he may have 
mimicked the most important effects of source changes by 
ensuring that the amplitudes of individual formant spectral 
peaks followed changes observed in the natural utterance. 

Naturalness is a particular problem when trying to 
synthesize a convincing imitation of a female voice (Carrell, 
1984). Simple scaling procedures [ formants multiplied by a 
factor of 1.15 (Peterson and Barney, 1952), fundamental 
frequency by a factor of 1.7, glottal open quotient slightly 
greater than for a male voice] do not result in a particularly 
female voice quality (example 9 of the Appendix). The glot- 
tal source model is not quite fight; nonuniform formant scal- 
ing appears to be required (Fant, 1975), and it may also be 
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that men and women adopt certain speaking strategies and 
dialectal differences to signal their gender (Kahn, 1975; La- 
bov, 1986). 

Based on a detailed spectral analysis of a single female 
speaker having a pleasant voice quality (Klatt, 1986b), I 
have begun efforts to synthesize a copy of some of her utter- 
ances using the flexibility of the new Klattalk voicing source. 
The analysis revealed the presence of considerable random 
breathiness noise at frequencies above 2 kHz over portions of 
many utterances (a possibility noted earlier by Fujimura, 
1968), and considerable variation in both the general tilt of 
the harmonic spectrum and the strength of the fundamental 
component. When these factors are modeled in the synthe- 
sis, by varying the open quotient, spectral tilt, and breathi- 
ness noise amplitude parameters of the Klattalk voicing 
source, Fig. 12, very good approximations to this voice are 
achieved for isolated vowels. Success was achieved even 

though I used a cascade synthesizer rather than the parallel 
configuration advocated by Holmes, and therefore did not 
have direct control over each formant amplitude. Also, for at 
least this one voice, the source spectral zeros seemed to be 
well matched in location and depth with respect to observed 
natural spectral dips, even though only the open quotient 
parameter was available as a means of adjusting the frequen- 
cy positions of the zeros. 

In order to see if the preliminary success with isolated 
vowels could be generalized to more complex speech materi- 
als, the next step taken was to analyze a set of reiterant sen- 
tences that were spoken by replacing all of the intended sylla- 
bles by [gV] or [hV], where [V] was one of six English 
vowels. Utterances involving a glottal stop were consider- 
ably easier to model (example 10 of the Appendix). The 
vowel spectra generally conformed to the simplified acoustic 
theory implicit in the synthesizer. However, in the [hV] ma- 
terials, many of the voiced intervals revealed additional for- 
mant peaks and other harmonic amplitude discrepancies, 
presumably related to acoustic coupling with tracheal reso- 
nances when the glottis is partially open. An example is 
shown in Fig. 13. My best synthesis efforts that did not con- 
tain these irregularities were judged to be less human and 
less like the speaker than in the case of the glottal stop sylla- 
bles. 

These results suggest that spectral details in the mid and 
low frequencies can be of considerable importance to 
speaker identity and to naturalness judgments, especially in 
a female voice, where harmonics are widely spaced and more 
easily resolved by the auditory system. At this point, it is 
hard to decide how best to augment the synthesizer in order 
to model the sudden appearance of additional.formants and 
zeros in breathy vowels. For example, would one additional 
pole-zero pair be sufficient to approximate the primary per- 
ceptual effects of tracheal interactions? Also needed are data 
upon which to base rules for positioning additional reso- 
nance peaks and dips as a function of presumed glottal state 
and vocal tract shape (it is tough enough estimating formant 
frequencies in high-pitched voices--to require the simulta- 
neous detection of an unknown number of additional pole- 
zero pairs as well as specification of glottal source param- 
eters may be asking too much). Nevertheless, a preliminary 
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FIG. 13. The magnitude spectrum of 50 ms of aspiration noise in the sylla- 
ble [ha] (top) reveals a strong subglottal formant at 2150 Hz, between 
F2 -- 1300 Hz and F3 -- 3200 Hz. Additional subglottal resonances are 
faintly evident at about 600 and 1600 Hz. The effect of the subglottal system 
on the vowel spectrum, measured about 40 ms after voicing onset (bottom) 
is to create a spurious peak at 2150 Hz, and to modify harmonic amplitudes 
in the F l-F2 region so as to make it difficult to tell whether two or three 
formants are present between 600 and 1400 Hz. These changes are typical of 
normal breathy vowels of women (Klatt, 1986b). 

attempt to analyze and synthesize a full sentence using a 
synthesizer configuration augmented by an extra tracheal 
pole-zero pair (first part of example 10 of the Appendix ) has 
met with some success. 

An alternative solution to the problem of producing a 
natural female voice quality by a formant synthesizer might 
be to employ articulatory models of the trachea, vocal folds, 
and vocal tract, as well as their interactions, in a sophisticat- 
ed articulatory synthesizer. Thus we now turn to efforts to 
produce speech by direct simulation of the mechanisms in- 
volved in speech generation. 

4. Articulatory models 

The transfer function of the vocal tract can be modeled 

by formant resonators, as above, or by a direct transmission 
line analog of the distribution of incremental pressures and 
volume velocities in a tube shaped like the vocal tract. In an 
articulatory model the tube corresponding to the vocal tract 
is usually divided into many small sections, and each section 
is approximated by an electrical transmission line analog 
(Dunn, 1950; Stevens et al., 1953). The equations are sum- 
marized in Flanagan (1972). 

These first electronic models were static and required 
the hand adjustment of a variable inductor in each section. 
The possibility of dynamic control was added to the M.I.T. 
model of Stevens et al. (1953) by Rosen (1958). The elec- 
tronic circuits, shown in Fig. 14, included a buzz source for 
voicing, and the ability to inject a noise source at the location 
of a constriction in the vocal tract. Hecker (1962) added a 
side-branch to approximate the nasal tract. In 1961 at the 
fall meeting of the Acoustical Society of America, Kenneth 
Stevens and Arthur House demonstrated that such models 
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FIG. 14. The DAVO (Dynamic Analog of the VOcal tract) synthesizer, consisting of a ladder network of inductors and capacitors, each section of which 
mimics the properties of a short section of the vocal or nasal passages, after Rosen (1958). Inductance and capacitance values are determined by the area of 
vocal tract at that point. 

were capable of synthesizing intelligible speech (example 11 
of the Appendix). 

Modern improved simulations of an articulatory vocal 
tract have been concerned with the incorporation of frequen- 
cy-dependent loss terms, provision for cavity wall motion at 
low frequencies, and better modeling of the time-varying ter- 
mination impedance at the glottis (Flanagan et al., 1975; 
Liljencrants, 1985). 

The first articulatory synthesizers used a glottal wave- 
form consisting of a sawtooth current source. The voicing 
source has traditionally been described as a current source 
because the volume velocity waveform was said to depend 
very little on the shape or impedance of the vocal tract, at 
least for vowels (Fant, 1960; Flanagan, 1972). Efforts to 
improve upon this source model initially focused on obtain- 
ing a better approximation to the vibration pattern and re- 
sulting volume velocity waveform, while more recently, in- 
teractions between source and vocal tract have become of 

primary concern (Fant et al., 1985). 
The first mechanical model of the vibrating vocal folds 

was a single mass-spring-damping system (Flanagan and 
Landgraf, 1968). Waveforms generated by this model bore 
many similarities to physiological data, but the conditions 
under which the system would vibrate were somewhat re- 
stricted. An important aspect of natural vibrations appears 
to be the out-of-phase motions of the upper and lower sur- 
face of the folds (Ishizaka and Matsudaira, 1968; Stevens, 
1977; Broad, 1979), and the vertical component to the vibra- 
tion pattern of the folds (Baer, 1981 ). The first-order aspects 
of these phenomena have been captured by two-mass models 
of each fold, in which the upper and lower surfaces of the 
folds are simulated by separate masses coupled by a spring 
(Ishizaka and Flanagan, 1972). The sound generation capa- 

bilities of such a model (coupled to a digital simulation of a 
transmissionsline analog of the vocal tract) were demon- 
strated by Flanagan et al. (1975) (example 12 of the Appen- 
dix). 

Another approach to the modeling of the vocal fold vi- 
bration behavior has been to create a three-dimensional 

structure consisting of a large number of coupled masses 
(Titze, 1974; Allen and Strong, 1985). More complex vibra- 
tion modes are seen in this type of model, and it may be 
possible to mimic certain pathologies. However, in all of the 
physiological models, no entirely satisfactory solution has 
been proposed for simulating what happens when the vocal 
folds slam together at the midline and deform in some way to 
absorb the energy of the impact. Until such phenomena are 
included, it is difficult to predict when the folds will open or 
to predict their initial opening velocity (Stevens, 1987). 

The resonance structure of the vocal tract results in 

standing pressure waves that can have an effect on the pres- 
sure distribution at the glottis, and hence the vibration pat- 
tern and airflow waveform from the voicing source (Fant, 
1982; Fant et al., 1985). Similarly, the opening and closing 
of the glottis provide a time-varying termination impedance 
that affects the formant frequencies and bandwidths of the 
vocal tract transfer function (Holmes, 1973; Fant and An- 
anthapadmanabha, 1982). While these effects are not large, 
they may be of some importance in simulating natural voice 
qualities by providing period-to-period variability to the 
glottal waveform for the first few periods at the onset of 
voicing, as well as causing pitch-synchronous changes to the 
first formant frequency and bandwidth over a pitch period. 
Liljencrants (1985) has programmed a detailed articulatory 
model to simulate these effects, with the result that the syn- 
thesis of a steady vowel sounds quite natural. 
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The precise acoustic aspects of a complex articulatory 
model that might account for naturalness (spectral zero 
movements, glottal waveform changes from period to peri- 
od, pitch-synchronous formant motions, natural voiceless- 
voiced-voiceless transitions, etc.) are not known at this 
time. Also, the considerably greater computational cost of 
articulatory synthesis precludes the use of these models in 
practical systems at the present time. 

5. Automatic analysis/resynt!•esis of natural 
waveforms 

Waveform encoding techniques will not be considered 
in this review (for example, see Lee and Lochovsky, 1983 ), 
but perhaps we should note the Texas Instruments "Speak'n 
Spell" toy (Wiggins, 1980), which used linear prediction 
encoding (Itakura and Saito, 1968; Atal and Hanauer, 1971; 
Markel, 1972; Makhoul, 1973) to store and play back a set of 
words at a storage cost of about 1000 bits/s of speech (exam- 
ple 13 of the Appendix). This inexpensive device has had a 
major impact on the technology of presenting "canned" 
messages to the public. Linear prediction representations of 
speech waveforms are based on the idea that, at least in the 
absence of source excitation, the next sample of a speech 
waveform can be estimated from a weighted sum of 10 or so 
previous waveform samples, the weights being the linear pre- 
dictor coefficients. If the source waveform can be found by 
other means, and if predictor coefficients are updated every 
!0 ms or so on the basis of analysis of a speech waveform, 
reasonably good approximations to the original waveform 
can be derived from this kind of low bit rate representation. 

In a text-to-speech application, it is necessary to employ 
an analysis/resynthesis procedure that will allow the natural 
speech samples to be modified in fundamental frequency, 
amplitude, and duration, as well as perhaps performing 
some sort of parameter smoothing at boundaries between 
waveform pieces. Linear prediction analysis of speech ap- 
pears to be an excellent representation for these purposes 
(Olive and Spickenagle, 1976). It is even possible to recon- 
struct a waveform that is perceptually nearly indistinguish- 
able from the original if multipulse excitation (Atal and 
Remde, 1982) is used to correct some of the errors that occur 

when the vocal tract is not all-pole and when the glottal 
source waveform is not like an impulse train (example 14 of 
the Appendix). 

However, a problem with this approach arises when go- 
ing from duplicating a natural utterance to the more difficult 
task of creating new sentences by concatenating pieces of 
speech. The main difficulty has to do with changing the fun- 
damental frequency; it turns out that the predictor equa- 
tions, in the autocorrelation form, do not estimate formant 
frequencies and bandwidths accurately. This is no problem if 
one uses the samefo during resynthesis because the error is 
undone, but if a newfo is employed, the first formant may be 
in error by plus or minus 8 % or more (Atal and Schroeder, 
1975; Klatt, 1986a), and formant bandwidths can be seri- 
ously deviant. Additional losses to naturalness occur if 
lengthening or shortening of a segment does not quite pro- 
duce the right vowel quality, or if smoothing at segment 
boundaries results in too rapid a change in synthesis param- 

eters. Finally, the advantages of multipulse excitation with 
respect to naturalness more or less disappear in text-to- 
speech applications. Considering all of these limitations, it is 
my opinion that linear prediction resynthesis at fo values 
other than in the original recording may not have the poten- 
tial quality of a formant synthesizer controlled by rule. 

Other analysis-synthesis procedures have also shown 
an ability to reproduce speech with considerable fidelity. It 
has even been possible to mimic a high-pitched female sing- 
ing voice by summing together, for each period, formant-like 
damped sinusoid waveforms that are time-windowed in such 
a way as to prevent superposition effects between periods 
(Rodet, 1984). Again, the problem with any synthesis-by- 
rule effort based on this type of waveform representation will 
be to preserve naturalness as rules are developed to create 
sentences in terms of the primitives of the representation. 

This section on speech synthesizer models has come to 
four main conclusions: ( 1 ) modern formant synthesizers of 
several different configurations are capable of imitating 
many male speakers nearly perfectly, (2) some of the simpli- 
fications in a formant synthesizer result in unsatisfactory 
imitations of breathy high-pitched vowels that frequently 
occur adjacent to voiceless consonants in the speech of wom- 
en and children, (3) linear prediction analysis/resynthesis is 
a powerful method for duplicating an utterance with high 
fidelity, but there are limitations on its applicability to gen- 
eral text synthesis, and (4) an articulatory model is likely to 
be the ultimate solution to the objective of natural intelligible 
speech synthesis by machine, but computational costs and 
lack of data upon which to base rules prevent immediate 
application of this approach. 

B. Acoustic properties of phonetic segments 

In order to generate speech using, e.g., a formant syn- 
thesizer, it is necessary to develop rules to convert sequences 
of discrete phonetic segments to time-varying control pa- 
rameters. Such rules depend on data obtained by acoustic 
analysis of speech. Perceptual data establishing the sufficien- 
cy or relative potency of individual acoustic cues are also of 
considerable value in determining a rule strategy. Therefore, 
we first review briefly the development of a body of knowl- 
edge concerning the acoustic-phonetic characteristics of the 
phonetic segments of English. Many of the references to be 
cited appear in the Lehiste (1967) reprint collection. 

The investigation of acoustic cues having the greatest 
importance for different speech sounds began with the use of 
the sound spectrograph machine at Bell Telephone Labora- 
tories (Koenig et al., 1946; Potter, 1946; Potter et al., 1947; 
Joos, 1948). The machine produced acoustic pictures of 
speech. The most useful type of picture for phonetics re- 
search was the broadband sound spectrogram--an example 
of which is shown in Fig. 15. A broadband spectrogram is a 
plot of frequency versus time in which blackness represents 
the energy present within a 300-Hz bandwidth, as averaged 
over about 2-3 ms. The display was designed to represent 
formants as slowly changing horizontal dark bands, and to 
indicate fo as the inverse of the temporal spacing between 
vertical striations (at least for low-pitched voices). 
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bi (bee) baI (buy) boo (bow) 

FIG. 15. Broadband spectrograms of the consonant fo/before several vow- 
els, illustrating the method for identifying the "hub," or the frequency from 
which the second formant appears to originate at consonantal onset, after 
Potter et al. (1947). The authors identified a constant hub of about 1000 Hz 
for/b/, although it is unclear whether this accurately reflects the onset fre- 
quency of F2 for/bi/. 

The investigation of the perceptual importance of var- 
ious acoustic cues to a given phonetic contrast began with 
the use of the Pattern Playback machine at Haskins Labora- 
tories (Cooper et al., 1951 ). Delattre, Liberman, Cooper, 
and their associates created stylized versions of syllables in 
an effort to determine the acoustic cues sufficient for the 

synthesis of selected phonetic contrasts. This extensive line 
of research culminated in a publication suggesting explicit 
rules for the synthesis of English speech sounds, in which 
Frances Ingemann collected together a body of "synthesis- 
by-art" knowledge that was based on experience with the 
Pattern Playback (Liberman et al., 1959). 

The research suggested the importance of formant fre- 
quencies, formant frequency motions, spectral peaks in noise 
bursts, and the relative timing of onsets in different frequen- 
cy regions as cues for voicing, manner, and place of articula- 
tion of consonants. The researchers emphasized the encoded 
nature of speech (Liberman et al., 1967) in that the acoustic 
cues to the identity of a phoneme were spread out in time so 

Potter et al. (1947) collected sets of spectrograms de- • as to overlap with cues for adjacent phonemes, and the cues 
picting all of the vowels and consonants of English, and sug- 
gested ways in which to interpret the patterns they observed. 
They created a terminology that included terms in use today 
such as "stop gap" and "voice bar." In attempting to extract 
a common property for a stop consonant before different 
vowels, they defined the concept of the "hub." The "hub" is 
the ideal value for the second formant in each consonant. 

According to their observations, the second formant hub 
was quite useful in distinguishing between consonants hav- 
ing different places of articulation in English (e.g.,/b/vs 
/d/vs/g/). The authors observed a fairly constant hub 
for/b/before different vowels, see examples in Fig. 15, 3 and 
for/d/, but they said the hub for/g/was variable across 
vowel context. 

were context dependent--for example the same plosive 
burst spectrum was heard as a different consonant depend- 
ing on the vowel pattern that followed (Cooper et al., 1952). 
There appeared to be no one invariant acoustic cue signaling 
the presence of a given stop consonant; rather the consonan- 
tal identity would have to be inferred from the formant tran- 
sitions into an adjacent vowel. The most interesting d•scrip- 
tive solution to this perceptual paradox was the locus theory 
(Delattre et al., 1955), which characterized the onset fre- 
quency of the second formant motion for a consonant-vowel 
transition in terms of an invisible consonant locus. The locus 

was determined by extrapolating backward about 50 ms 
from observed formant transitions for a given consonant be- 
fore various vowels, Fig. 16. The importance of a virtual 
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FIG. 16. The locus theory, illustrated in the right panel for the consonant/d/before a series of vowels having the same F 1, states that the second formant 
transition appears to originate from an invisible locus at 1800 Hz, after Delattre et al. ( 1955 ). If the second formant onset frequency (hub) is fixed at 1800 Hz, 
left panel, several different consonants are heard. 
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locus, rather than the constant F 2 onset frequency or "hub" 
of Potter et al. (1947) was proven by synthesis of CV sylla- 
bles with both types of transitions. Delattre et al. (1955) 
found that if the second formant actually started at 1800 Hz 
in each case, rather than at values shown in the figure, listen- 
ers heard/bi, da, gu? instead of the intended?di, da, duA 
Only when the virtual loci were employed did subjects 
hear/d/in each case. The locus theory required postulation 
of two loci for [g], one before front vowels (where [g] is 
really more palatal in articulation) of 3000 Hz, and a much 
lower locus before back vowels. Another important observa- 
tion was that phonemes sharing features such as those speci- 
fying place of articulation often shared certain acoustic pat- 
terns, making it possible to state synthesis rules efficiently in 
terms of familiar phonetic features, Fig.. 17. Based on his 
experience with the Pattern Playback, Pierre Delattre be- 
came quite good at drawing stylized patterns for arbitrary 
sentences (example 15 of the Appendix). 

a. Vowels. The acoustic theory of vowel production 
(Chiba and Kajiyama, 1941; Fant, 1960; Stevens and House, 
1961 ) showed that vowels can be represented by an all-pole 
vocal tract transfer function, and that the relative ampli- 
tudes of the formant peaks can be predicted from a knowl- 
edge of formant frequencies, as long as the vowel is not nasal- 
ized. Peterson and Barney (1952) collected systematic data 
on formant frequencies and amplitudes from a wide sam- 
pling of men, women, and children. From these and many 
other data collection, synthesis, and perceptual validation 
efforts, we know that English vowels can be described in 
terms of the frequencies of the lowest three formants, any 
frequency motions associated with diphthongization (Hol- 
brook and Fairbanks, '1962), and differences in vowel dura- 
tion. Formant bandwidths also differ slightly among vowels 
(the best data for synthesis purposes appear to be Stevens 
and House, 1963); attention to details such as these is likely 
to lead to a slightly more natural voice quality. 

t• 

PLACE OF ARTICULATION 

FRONT MIDDLE BACK 

_ ?a ta ka 

-'- rna aa ---- rja 
TIME 

FIG. 17. Stylized pattern playback spectrograms for plosives and nasals, 
illustrating common F2 transition shapes for the same place of articulation, 
and common F 1 behavior for consonants sharing the same manner of ar- 
ticulation, after Liberman et al. (1959). 

b. Sonorant consonants. The non-nasal sonorant conso- 

nants of English, ?w,y,r,l?, are similar to vowels, but are 
shorter in duration, somewhat more extreme in articulation, 
and are said to involve more rapid transitions into adjacent 
sounds than do vowels (O'Connor et al., 1957; Lisker, 1957; 
Lehiste, 1962). Sample broadband spectrograms of these 
consonants in intervocalic position are shown in the bottom 
row of Fig. 18. Each consonfint is preceded and followed by 
the vowel ?a?, which has been truncated at the approximate 
midpoint of the vowel in order to fit all English consonants 
onto one plot. In utterance-initial position before a vowel, 
sonorant consonants consist of an initial brief vowel-like 

steady state followed by continuous formant trajectories into 
the following vowel. The 717 is both sonorant and stop-like in 
characteristicsNhaving a very rapid small rise in F 1 and F 2 

FIG. 18. Representative broadband spectrograms of English consonants 
produced intervocalically, i.e., in [ oC'o ] context. The consonant and only a 
portion of the vowel on each side have been excised from the full recording 
in order to be able to present all of the consonants in a single figure For a 
brief explanation of the acoustic cues characteristic of each consonant, see 
text. 
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at the moment of release of the tongue tip from the roof of the 
mouth. Sonorant target values for F 1, F2, and F3 depend 
somewhat on the following vowel, and a sonorant, particu- 
larly a postvocalic sonorant, can modify the formant values 
of the vowel a great deal (Lehiste, 1962). 

The consonant/h/is sometimes grouped with the frica- 
tives because it is noise-excited, but/h/functions more like a 
voiceless sonorant consonant. The sound source for/h/is 

aspiration generated near the larynx, the vocal tract assumes 
the shape of the following vowel, and all formants are weakly 
excited by the noise. 

c. Fricatives. Fricative consonants involve the genera- 
tion of turbulence noise at a constriction in the vocal tract 

(Heinz and Stevens, 1961 ). The noise primarily excites the 
formants associated with the cavities in front of the constric- 

tion (Fant, 1960; Stevens, 1972). Acoustic properties that 
distinguish the English fricatives from one another include 
the general spectral shape of the frication noise and the mo- 
tions of the formants into and out of adjacent sounds, rows 3 
and 4 of Fig. 18. Each fricative noise has a relatively fixed 
characteristic spectral shape, although there are differences 
observed across speakers and across phonetic environ- 
ments•.g., anticipatory lip rounding for a rounded vowel 
may lower the frequencies of the most prominent spectral 
peaks slightly. Formant motion cues, which are particularly 
important for distinguishing between/f/and/0/(Harris, 
1958), depend to a much greater extent on the vocal tract 
shape of adjacent vowels. The voiced fricatives of English 
/v,/5,z,•/are shorter than voiceless/f,0,s,•/and usually con- 
tain simultaneous voicing at low frequencies. 

d. Plosives. The voiced plosives of English,/b,d,g/con- 
sist of a closure interval, a brief burst of turbulence noise at 
release, and formant transitions into and out of adjacent seg- 
ments (Fischer-Jorgensen, 1954; Halle et al., 1957). The 
spectrum of the noise burst, its duration, and the motions of 
the formants into a following vowel have all been shown to 
be important perceptual cues under some circumstances 
(Cooper et al., 1952; Delattre et al., 1955 ). While nominally 
voiced,/b,d,g/include evidence of voicing during closure, 
i.e., the periodic low-frequency energy known as a voicebar, 
only in certain phonetic environments. Devoiced allo- 
phones, as well as several other allophones that occur in spe- 
cific phonetic/stress environments, are discussed in Sec. 
I D 4 on phonological recoding. 

The voiceless plosives of English,/p,t,k/, are similar 
to/b,d,g/except that there is an interval of/h/-like aspira- 
tion noise following the burst because vocal fold adduction 
necessary for voicing onset is delayed (Liberman et al., 1958; 
Lisker and Abramson, 1967). Most of the formant transi- 
tions take place while aspiration is the sound source. The 
burst is slightly longer and more intense, and formant transi- 
tions are somewhat less distinct in voiceless plosives, making 
the burst a more potent cue to place of articulation. 

The English affricates/•/and/•/are usually analyzed 
phonetically as consisting of a plosive followed by a fricative, 
i.e.,/t•/and/d•/. Their observed acoustic properties, Fig. 
18, generally agree with such an assumption, although the 
duration of frication noise is less than in a full fricative 

(Gerstman, 1957). 

e. Nasals. The nasal consonants/m,n, r3/consist of a 
murmur during the interval when the oral cavity is closed, 
and rapid transitions into and out of adjacent segments, row 
5 of Fig. 18. The murmur has a complex spectrum with a 
strong first formant prominence at about 300 Hz. There are 
both poles and zeros in the transfer function, with frequency 
locations dependent on the length of the side-branch resona- 
tor formed by the occluded oral cavity (Fant, 1960; Fuji- 
mura, 1962). Formant transitions into adjacent segments 
are similar to those for the corresponding voiced plosive (Li- 
berman et al., 1954), although there is usually some degree 
of nasalization of adjacent segments to complicate the pic- 
ture (Fujimura, 1960). The primary acoustic cue to nasali- 
zation of a vowel is the splitting off 1 into a pole-zero-pole 
complex (Stevens et al., 1987). It is difficult to distinguish 
one nasal consonant from another if presented only with the 
murmur spectrum (Malecot, 1956); formant transitions ap- 
pear to be somewhat more potent cues to place of articula- 
tion, although it is perhaps the relation of the onset spectrum 
at release to the murmur that is perceptually most important 
to place-of-articulation judgments (Repp, 1986). 

While this brief sketch of the acoustic properties of con- 
sonant-vowel syllables has identified some of the relevant 
early literature, it is important to realize that the studies 
referenced are not always sufficiently detailed for synthesis 
purposes, and isolated C¾ syllables are far from an exhaus- 
tive inventory of phenomena that must be treated in a rule 
program (see later sections on allophonics and prosody). 
Also, prevocalic and postvocalic consonant clusters intro- 
duce additional complications. A serious worker entering 
this field will probably have to develop an extensive personal 
data base of speech materials for analysis, rule development, 
and perceptual validation of chosen synthesis strategies. 

C. Segmental synthesis-by-rule programs 

The speech copying techniques described earlier suc- 
ceed, in part, because they reproduce essentially all of the 
potential cues present in the waveform or spectrum, even 
though we may not know which cues are most important to 
the human listener. A synthesis-by-rule program, on the oth- 
er hand, constitutes a set of rules for generating what are 
often highly stylized and simplified approximations to natu- 
ral speech. As such, the rules are an embodiment of a theory 
as to exactly which cues are important for each phonetic 
contrast. 

Early rule programs have been described and compared 
in a good review paper prepared by Mattingly (1974), so 
only the highlights will be mentioned here. Techniques have 
been divided into three broad categories: (1) heuristic 
acoustic-domain rules to control a formant synthesizer, (2) 
articulatory rules to control a model of the larynx and vocal 
tract, and (3) strategies for concatenating pieces of encoded 
natural speech. 

I. Formant-based rule programs 

The first synthesis-by-rule program capable of synthe- 
sizing speech from a phonemic representation was written 
by Kelly and Gerstman ( 1961, 1964). They used a cascaded 
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three-formant synthesizer that was excited by either an im- 
pulse train or a noise source, and so were somewhat limited 
in their ability to control formant amplitudes or to approxi- 
mate voiced fricatives. Nevertheless, surprisingly good 
speech quality was produced by rule (example 16 of the Ap- 
pendix) (with the caveat that durations and fundamental 
frequency contour were copied from natural speech, some 
hand-editing of rule output was permitted, and a familiar 
passage was spoken). Details of the program were never 
published, but rules appear to have been based on Gerst- 
man's considerable experience with the Haskins Laborato- 
ries group (Mattingly, 1968, pp. 40-42). 

Shortly thereafter, another system, both elegant in its 
simplicity and remarkable in its performance was created by 
Holmes et al. (1964). This publication contains a descrip- 
tion of a parallel formant synthesizer and a complete listing 
of the rules and tables for synthesizing British English pho- 
nemes. The authors used a fairly simple parameter genera- 
tion algorithm, whose operation was determined entirely by 
values in tables. A ranking procedure implemented a version 
of the locus theory, and allowed consonantal formant transi- 
tions to impinge on vowel target frequencies in such a way 
that formant undershoot of the target occurred for short 
vowels, as illustrated in Fig. 19. The speech quality and intel- 
ligibility of this pioneering program is remarkably good-- 
probably better than many of the inexpensive products now 
on the market (example 17 of the Appendix). Unfortunate- 
ly, intelligibility data for the system were never collected. 

An adaptation to American English, including rules for 
prediction of segment durations and fundamental frequency 
contours, was described by Mattingly ( 1966, 1968) (exam- 
ple 20 of the Appendix). Mattingly used formant transition 
curves that were "S-shaped" and thus more like natural data 
than are linear transitions, but he found there to be little if 
any perceptual difference between the two types of interpola- 
tion. Allophone rules were also added at this time to permit 
context-conditioned modifications to table values as needed. 

The Mattingly rules were combined with a set of letter- 
to-sound rules and a 140 000-word Kenyon and Knott pho- 
nemic dictionary, obtained from June Shoup of the Speech 
Communication Research Laboratory, to create an experi- 
mental Haskins text-to-speech system (Cooper et al., 1973; 
Nye et al., 1973). The system, intended to be part of a read- 
ing machine for the blind, was tested for intelligibility and 
optimal speaking rate (example 26 of the Appendix). The 
data will be discussed and compared with data for other sys- 
tems in Sec. IV. Unfortunately, this pioneering effort was 
not pursued due to a funding lapse ( Cooper et al., 1984), and 
the device was never produced in quantity for the intended 
users. 

Synthesis-by-rule programs proliferated during the late 
1960s and early 1970s. Rabiner (1968) and Liljencrants 
(1969) investigated the advantages of using a critically 
damped second-order smoothing filter to constrain formant 
frequencies to move continuously in time, as required by 
acoustic theory. The smoothing time constant was varied 
depending on segmental characteristics in order to approxi- 
mate the various rates offormant motion observed in natural 

speech. Rabiner's rules were able to synthesize CV and VC 

LONG VOWEL 

I[d] 
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.,---0 

.e FZ LOCUS 

OF [d] 

[g] [o] [d] 
SHOI•T VO•EL 

TIME 

FIG. 19. According to Holmes et al. (1964), specification of formant mo- 
tions for a simple vowel, such as the [ a ] of"God," is a two step process: ( 1 ) 
Select target values for the vowel, dotted lines, and (2) use the locus theory, 
dashed lines, to compute smooth straight-line transitions from adjacent 
consonant loci toward the vowel target, solid lines. If the vowel is short, the 
target formant positions may never be reached (lower panel). 

nonsense syllables with consonantal intelligibility of about 
75%. However, when listening to recordings of a human 
subject producing consonant-vowel nonsense syllables, lis- 
teners are capable of much higher recognition performance, 
better than 99% correct (Pisoni and Hunnicutt, 1980). This 
represents an upper bound or goal for all rule programs at- 
tempting to synthesize speech. 

Klatt (1970) extended this earlier work by formulating 
rules for generating CVC syllables with greater fidelity to 
measured characteristics of English consonants. Using a hy- 
brid cascade/parallel formant synthesizer (Klatt, 1980) and 
a rule program that allowed specification of targets and 
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straight-line transitions fi la Fig. 19, he achieved a consonan- 
tal intelligibility of 95% for CVC nonsense syllables played 
to trained phoneticians. Klatt had greatest difficulty with 
stop consonants. He, along with many others (Fant, 1973; 
Kewley-Port, 1982) found that the locus theory was an over- 
simplification that applied, at best, to two-formant acoustic 
patterns. Based on extensive data from a single speaker (ex- 
amples are shown in Fig. 20) he tried to determine whether a 
modified locus concept could be created, or whether a list 
was needed to tabulate the starting frequencies for F 1, F 2, 
and F 3 before each vowel. A locus theory is manifested in 
Fig. 20 when all of the data points lie on a straight line, i.e., 
when one can predict the onset frequency F 2onse t from the 
vowel target frequency F 2vowel by an equation of the form: 

F2onset -- F21o•us + k ß [F2vow• l -- F21ocus ], ( 1 ) 
where the locus frequency F•o•us and degree of vowel coarti- 
culation at the instant of release k are parameters to be fit to 
the observed data from each consonant. 4 At first it seemed 

there was little hope for resurrecting the locus concept be- 
cause, as noted by Fant (1973), many complex factors cause 
the locus idea to fail. A transition can have both a rapid and a 
slow component, due to rapid release of the obstruction fol- 
lowed by gradual tongue body movements; a preceding vow- 
el can influence the observed F2 onset of a CV transition 

(6hman, 1966); and F 2 can be relatively insensitive to oral 
constrictions when it is essentially a back cavity resonance, 
as in the vowel [i]. Klatt hypothesized that the primary 
influences of the vowel on consonantal articulation were 

fronting/backing of the tongue body and lip rounding. He 
therefore divided the set of English vowels into 
{ + FRONT}, { + ROUND}, and the remainder which 
were {- FRONT,- ROUND}, and found that within 
each set, the data were sufficiently regular to be approximat- 
ed by straight lines, as in Fig. 20 (Klatt, 1979b). While some 
data points lie slightly off the straight lines and might be 
better synthesized by a table look-up strategy, the recogni- 
tion score of 95% correct obtained for synthetic plosives in 
CV nonsense syllables (Klatt, 1970) is encouraging. 

Examples of burst spectra obtained from one talker, Fig. 
21, support the Klatt strategy of dividing the data into vowel 
subsets by showing remarkably constant spectral shape and 
amplitude for the burst before all vowels in a given vowel set, 
but substantial differences across vowel sets [ recall also the 
Cooper et al. (1952) perceptual results ]. Burst spectra were 
synthesized by a strategy of selecting from one of three possi- 
ble synthetic bursts depending on the following vowel. It was 
also noted that the properties of the burst spectra conformed 
to theoretical predictions concerning the quantal nature of 
place of articulation (Stevens, 1972), so that only formants 
corresponding to resonances of the cavity in front of the con- 
striction were strongly excited by noise. For example, in [ k] 
and [ g ] bursts, the noise excited F 2 and F 4 before back vow- 
els, and F 3 and F 5 before front vowels. 

One question that concerned early researchers was 
whether there might exist a stylized version of synthetic "su- 
per speech" that was more intelligible than natural speech 
because, e.g., the formant peaks were enhanced or burst 
spectra were "cleaned up" so as to contain only one major 
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FIG. 20. The onset frequency of the formant transition into a vowel is plot- 
ted as a function of the vowel target frequency for 16 vowel nuclei before 
/g/, after Klatt (1979b). Each data point is an average of six tokens from a 
single speaker. Open circles indicate front vowels, crosses indicate back un- 
rounded vowels, and solid circles indicate rounded vowels. Within each 

vowel class, data points are well fit by a straight line, confirming the exis- 
tence of a locus theory equation, see text. 

energy concentration, or formant transitions were more ex- 
treme than normally observed. Such efforts have always 
failed; synthesis that is a better match to observed natural 
data has always sounded better and has been measurably 
more intelligible. Every potential cue (acoustic regularity 
associated with a phonetic gesture) that has been examined 
has been shown to have some perceptual cue value (Liber- 
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FIG. 21. Linear prediction spectra of the plosive burst for/b/,/d/, and/g/before 16 different vowel nuclei. Each tracing is the average of six tokens of a CV 
syllable spoken by a single talker, after Klatt (1979b). Burst spectra for [ d ] and [g] display systematic changes associated with anticipatory lip rounding for 
a following rounded vowel, lower panels, and [g] appears to be palatalized before front vowels, top right panel. 

man and Mattingly, 1985; Lisker, 1978). For example, Carl- 
son et al. (1972) synthesized/g/bursts with either a single 
compact energy concentration near F 2, or F 2 excitationplus 
a weak secondary energy concentration near F4 (the next 
front cavity resonance). They obtained best intelligibility 
scores using the more complicated burst that better matched 
natural bursts. Some cues are of course more powerful than 
others, but the listener appears to be responsive to an incredi- 
ble number of acoustic details and performs best when the 
synthesis contains all known acoustic regularities (Dorman 
et al., 1977). 

The early Klatt rules for segmental synthesis were aug- 
mented by a sentence-level phonological component (Klatt, 
1976b) that derived segment durations,fo contour, and allo- 
phonic variation by rule (example 21 of the Appendix ). The 
program has evolved over the last 10 years, and has spawned 
several progeny. The 1976 version was incorporated into the 
MITalk text-to-speech system that was being developed in 
the 1970s at M.I.T. under the guidance of Jonathan Allen 
(Allen et al., 1987). The fundamental frequency algorithm 
of Klatt (1976b) was replaced by one developed by 
O'Shaughnessy (1977). MITalk text analysis routines in- 
eluded a morpheme dictionary (Allen, 1976), letter-to- 

sound rules (Hunnicutt, 1976), and a phrase-level parser. 
The MITalk system evolved until 1979 when the project was 
terminated (Allen et al., 1979; Allen et al., 1987) (example 
30 of the Appendix). 

In 1976, the MITalk letter-to-phoneme rules (Hunni- 
curt, 1976) and the Klatt phoneme-to-speech program were 
licensed to Telesensory Systems, Inc. for incorporation into 
a reading machine for the blind (Goldhor and Lund, 1983 ). 
After considerable effort to transform the code into a real- 

time device, Telesensory Systems sold off their speech syn- 
thesis division to a newly formed company, Speech Plus, Inc. 
Following further development, Speech Plus came out with 
the Prose-2000 text-to-speech system in 1982 (Groner et al., 
1982) (example 32 of the Appendix). Since that time, the 
segmental synthesis rules have been modified to improve in- 
telligibility over limited bandwidth long-distance telephone 
lines (Wright et al., 1986). For example, some noise bursts 
and frication spectra were enhanced slightly with respect to 
normal levels in order to compensate for the frequency re- 
sponse and noise characteristics of the phone. Particular at- 
tention was paid to postvocalic consonants, where they 
found that adding very brief releases into a weak schwa-like 
element before silence ("man"= [m a• n •] improved the 
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intelligibility of nasals and fricatives, at a relatively small 
cost in naturalness. 

A few years after the 1976 transfer of code to Telesen- 
sory Systems, Klatt used the Hunnicutt (1980) letter-to- 
phoneme rules in the design of a complete text-to-speech 
system, known as Klattalk ( Klatt, 1981, 1982a). The system 
included a 6000-word exceptions dictionary for common 
words that failed letter-to-sound conversion, and a crude 

parser. Klattalk software was then licensed to Digital Equip- 
ment Corporation in 1982. Digital announced the DECtalk 
commercial text-to-speech system in 1983 (Bruckert et al., 
1983). In designing DECtalk hardware, Digital engineers 
included sufficient power and flexibility to be able to plug in 
improved versions of the Klattalk code as they became avail- 
able in succeeding years (Conroy et al., 1986) (example 33 
of the Appendix). 

The most recent version of the Klattalk program in- 
cludes rules to implement such phonetic details as schwa 
offglides for lax vowels, nasalization of vowels (the splitting 
off 1 into a pole-zero-pole complex) adjacent to nasal con- 
sonants, postvocalic allophones for sonorant consonants, 
variations in voice onset time as a function of syllable struc- 
ture and stress, target undershoot for short segments 
(Lindblom, 1963), vowel-vowel coarticulation across an in- 
tervening consonant (6hman, 1966), and breathy offsets to 
utterances. 

Several different voices are provided in Klattalk to ap- 
proximate the speaking characteristics of men, women, and 
children. Detailed formant data are stored for only two 
voices, a man's and a woman's; other male and female voices 
-are created by scaling formant frequencies for different vocal 
tract sizes and by adjusting an extensive set of synthesis pa- 
rameters concerned with the voicing source. However, in 
spite of an ability to modify averageœo,œo range, spectral tilt, 
glottal open quotient, and breathiness, a truly feminine voice 
quality remains elusive (example 35 of the Appendix). The 
DECtalk implementation of Klattalk permits the user to 
modify characteristics of eight preset voices (Conroy et al., 
1986). 

Apparently oblivious to all of the prior research detailed 
earlier, a man experimenting in his basement workshop, Ri- 
chard Gagnon, designed a synthesis-by-rule program that 
eventually resulted in the Votrax SC-01 chip (Gagnon, 
1978; Bassak, 1980). The chip has been interfaced with the 
Elovitz et al. (1976) text-to-phoneme rules (Morris, 1979) 
and used in several inexpensive text-to-speech products 
(Sherwood, 1979), the best known of which is the Votrax 
Type-n-Talk. It is a remarkable device for the price. The chip 
includes both a cascade formant synthesizer and simple low- 
pass smoothing circuits for generating continuous time func- 
tions to control the synthesizer from a step-function repre- 
sentation derived from target values stored in tables for each 
phoneme of a somewhat nonstandard phonetic inventory. 
The latest version of the chip, the SC-1A is used in the Vo- 
trax Personal Speech System (example 28 of the Appendix). 
The new chip is said to have improved intelligibility over the 
SC-01, but the intelligibility is not nearly as good as obtained 
in the other systems, and sentence-level rules for prosody 
and phonetic recoding are not as extensive (see performance 

evaluation section below). 

Another type of chip, the Texas Instrument's TMS- 
5220 linear prediction synthesizer, forms the basis for a sec- 
ond inexpensive product, the Echo text-to-speech system 
(example 29 of the Appendix). This system appears to use 
concatenated diphones obtained by excising chunks from 
natural speech (Peterson et al., 1958; Dixon and Maxey, 
1968; Olive, 1977), see below. 

A noteworthy early commercial system, the Kurzweil 
reading machine for the blind, was announced as a product 
in 1976 (Kurzweil, 1976). It is reputed to have an excellent 
multifont text reading capability. While admirable in its as- 
pirations, the speech produced by the first versions of this 
device, which employed phonemic synthesis strategies based 
on Votrax, was only marginally intelligible (example 27 of 
the Appendix). Kurzweil currently uses the Prose-2000 as 
the synthesis hardware in its reading machines. 

2. Articulation-based rule programs 

A synthesis-by-rule program that manipulates param- 
eters such as formant frequencies according to heuristic 
rules is not a very close model of the way that people speak. 
In the hope that a more realistic articulatory model might 
lead to simpler more elegant rules, several research groups 
have attempted to devise simplified models of the articula- 
tors or models of the observed shape of the vocal tract. The 
first such model (Kelly and Lockbaum, 1962) used stored 
tables of area functions (cross-sectional area of the vocal 
tract from larynx to lips) for each phonetic segment and a 
linear interpolation scheme. The authors had begun to as- 
semble a list of special case exceptions needed to make this 
type of strategy work better, such as not constraining the 
vocal tract except at the lip section when synthesizing a labi- 
al stop, and including separate shapes for velars before front 
and back vowels. Still, the intelligibility of the synthesis was 
said to be not nearly as good as Kelly and Gerstman had 
obtained with a formant-based rule program (unfortunate- 
ly, I have been unable to locate a recording of this system). 

Based on the success of Stevens and House (1955) in 
developing a three-parameter description of vocal tract 
shapes capable of describing English vowels, the next more 
ambitious articulatory models abandoned direct specifica- 
tion of an area function in favor of an intermediate model 

possessing a small set of movable structures corresponding 
to the tongue, jaw, lips, velum, and larynx. Rules for con- 
verting phonetic representations to signals for the control of 
the position of quasi-independent articulators in an articula- 
tory synthesizer were then developed in several laboratories 
(Nakata and Mitsuoka, 1965; Henke, 1967; Coker, 1968; 
Werner and Haggard, 1969; Mermelstein, 1973). The Coker 
rules were demonstrated at the 1967 M.I.T. Conference on 

Speech Communication and Processing (example 19 of the 
Appendix). 

Coker found the system to be challenging to work with. 
For example, in his model shown in Fig. 22, the tongue body 
position was relative to jaw opening, and the location of the 
tongue tip was relative to the computed coordinates of the 
tongue body. If the objecfve were to make a narrow con- 
striction for, e.g.,/s/, several semi-independent articulators 
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FIG. 22. A simplified low-dimensionality model of the vocal tract (Coker, 
1976) permits the lips to open (W) or protrude (L); the tongue body to be 
raised (Y) or be backed (X) or be bunched for a velar closure (K); the 
tongue tip to be raised with respect to the body (B) or moved forward (R); 
the jaw.to be raised, and the velum to open a path to the nose (N). The 
sound generating properties of the larynx are controlled by subglottal pres- 
sure (P), static glottal opening (G), and vocal cord stiffness (Q). 

(jaw, tongue body relative to jaw, and tongue tip relative to 
tongue body) all had to be sent to appropriate targets at 
times that took into account their relative masses and avail- 

able muscular forces (Coker, 1976). Modern three-dimen- 
sional models of the articulators now solve this particular 
problem of control precision and coordination by grooving 
the tongue at the midline before forcing it up against the roof 
of the mouth (Fujimura and Kakita, 1979). However, a gen- 
eral solution to the problem of seeking target articulatory 
shapes via sets of dependent articulators seems to require 
control strategies incorporating considerable knowledge of 
the dynamic constraints on the system and selection of an 
optimal control strategy from a multiplicity of alternative 
ways to achieve a desired goal. 

Several novel articulation-based synthesis-by-rule pro- 
grams were developed at this time. Nakata and Mitsuoka 
(1965) attempted to implement the idea that an intervocalic 
consonant is a gesture superimposed on an underlying vow- 
el-vowel transition. Henke (1967) proposed an articulatory 
strategy in which articulators not constrained by the present 
segmental configurational goals are free to look ahead and 
begin to seek articulatory goals of upcoming segments. In 
this way, anticipatory lip rounding and other segmental in- 
teractions might be explained on general principles. There is 
currently considerable disagreement as to the extent to 
which articulators are free to participate in such lookahead 
strategies, and as to the number of segments over which 
lookahead is possible. Finally, Hiki (1970) simulated the 
muscular control of the articulators in order to be able to 

specify articulation in terms of motor control signals. This 
would be a very attractive model if it were the case that the 
motor commands for a segment were invariant with phonet- 
ic context, but unfortunately, electromyographic data indi- 

cate that this is far from the case (MacNeilage and DeClerk, 
1969). 

An entire text-to-speech system for English based on an 
articulatory model was created in Japan (Teranishi and 
Umeda, 1968; Matsui et al., 1968) (example 24 of the Ap- 
pendix). The text analysis and pause assignment rules of this 
system were based on a sophisticated parser (Umeda and 
Teranishi, 1975 ). Using a dictionary of 1500 common words 
found useful for parsing, the program checked each sentence 
for length; if it was greater than about ten syllables, it was 
subdivided into smaller "breath groups" separated by 
pauses. Some of these rules were later modified slightly and 
combined with the Coker articulatory rules to produce a 
text-to-speech system at Bell Laboratories (Coker et al., 
1973; Umeda, 1976). The Bell Labs system was notable for 
its attention to detail in the specification of segmental dura- 
tions and allophonic variation (example 25 of the Appen- 
dix). 

While it is possible to generate fairly natural sounding 
speech using a modern articulatory synthesizer (Flanagan et 
al., 1975; Flanagan and Ishizaka, 1976, 1978), rule-based 
articulatory synthesis programs have been difficult to opti- 
mize. This seems to be due in part to the unavailability of 
sufficient data on the motions of the articulators during 
speech production. Even so, the strategies developed to con- 
trol such a synthesizer may reveal interesting aspects of ar- 
ticulatory control during the production of natural speech 
(Mermelstein, 1973; Coker, 1976). 

3. Rule compilers 

Carlson and Granstrdm ( 1975, 1976) developed a spe- 
cial programming language to permit linguists to formulate 
synthesis rules in a natural way, similar to the Chomsky and 
Halle (1968) formalism. An important advantage of the lan- 
guage is an ability to refer to natural sets of phonemes 
through a distinctive feature notation, making rule state- 
ment simple, efficient, and easy to read. These rules are then 
compiled automatically into a synthesis-by-rule program. A 
number of languages (Swedish, Norwegian, American Eng- 
lish, British English, Spanish, French, German, and Italian) 
have been synthesized using this system (Carls0n and Gran- 
strdm, 1976; Carlson et al., 1982a), and the resulting system 
has been brought out as a product, the Infovox SA-101 (ex- 
ample 31 of the Appendix). A similar approach has been 
developed by Hertz (1982), who has used her programming 
facility to synthesize English and Japanese. 

Hertz et al. ( 1985 ) believe that powerful new rule com- 
pilers are needed in text-to-speech systems in order to take 
advantage of recently proposed linguistic structures such as 
"three-dimensional" phonology (Halle and Vergnaud, 
1980; Clements, 1985). Programmers of synthesis-by-rule 
systems have always faced the problem that the abstract rep- 
resentation for a sentence is not simply a linear string of 
symbols. Some rules want to manipulate phonetic segments 
(while ignoring•tress and syntactic symbols), while other 
rules have a domain that is closer to syllables (or syllable 
onsets and rhymes), and other rules deal with whole words 
and phrases. One solution has been to order rules so that it is 
possible to erase syntactic structure after all syntactic rules 
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have been applied, and erase stress marks after all stress rules 
have been applied, etc. An alternative, analogous to three- 
dimensional phonology, is to maintain all forms of represen- 
tation in parallel (Halle, 1985). 

In one sense, rule compilers are an answer to the prob- 
lem that rule programs written in conventional program- 
ming languages nearly always attain a rigidity and opacity 
that eventually prohibits their developers from making im- 
provements. Rule compilers discourage ad hoc fixes and en- 
courage distinctions between levels of description. Indirect 
support for this view comes from my own work. I have twice 
found it necessary to re-program the Klattalk text-to-speech 
system from scratch within a slightly new conceptualization, 
using a better programming language each time. Neverthe- 
less, I view existing rule compilers as somewhat constraining 
compared with general programming languages such as 
"C," and so thus far I have resisted the temptation to make 
use of them. 

A second advantage of rule compilers is the ability to 
develop a text-to-speech system for a new language much 
more rapidly than when language-specific code and general 
synthesis strategies are intertwined. This is clearly true when 
a new team of researchers wishes to build from an existing 
system (as evidenced by the difficulties that both Speech 
Plus and Digital Equipment Corporation have had in sub- 
contracting software modification efforts to create systems 
for other languages), but this need hot be the case when the 
system is well understood (Klatt and Aoki, 1984). 

4. Concatenation systems 

Other laboratory synthesis-by-rule programs include 
several that attempt to take pieces of natural speech as build- 
ing blocks to reconstitute an arbitrary utterance. The record- 
ed chunks cannot be whole words because of the reasons 

identified earlier. However, smaller units might work. 
The syllable is a linguistically appealing unit, but there 

are over 10 000 different syllables in English. The phoneme 
is another linguistically well-motivated unit, of which there 
are about 40 in English. However, all efforts to string togeth- 
er phoneme-sized chunks of speech have failed because of 
the well-known coarticulatory effects between adjacent pho- 
nemes that cause substantial changes to the acoustic mani- 
festations of a phoneme depending on context (Harris, 
1953). Coarticulatory 'influences tend to be minimal at the 
acoustic center of a phoneme, which prompted Peterson et 
al. (1958) to propose the "diphone," i.e., the acoustic chunk 
from the middle of one phoneme to the middle of the next 
phoneme, as a more satisfactory unit, Fig. 23. 5 There are 
thus about 40 times 40, or 1600, different diphone possibili- 
ties, although not all occur (Peterson et al., 1958; Sivertsen, 
1961 ). It may be necessary to include several different ver- 
sions of each diphone to handle distinctions between stressed 
and unstressed syllables, to include allophones that can oc- 
cur in different structural environments, and perhaps to in- 
clude some larger VCV units which Sivertsen ( 1961 ) called 
syllable dyads. In addition, one must be able to change the 
duration and fundamental frequency contour on a diphone, 
or perhaps store multiple variants of each diphone with dif- 
fering prosody. Wang and Peterson (1958) estimated that as 

[bad] 

[bxl] 

FIG. 23. Broadband spectrograms suggesting that the diphones "ba" and 
"ad" obtained from the syllables [bob] and [dod] can be juxtaposed to 
synthesize a good approximation to [bod ] (upper right panel). However, 
synthesizing [ bfl ] (lower right panel) from diphones extracted from [ b•b ] 
and [ hi ] requires special care to avoid perceptually disruptive formant dis- 
continuities, see text. 

many as 8000 diphones may be necessary, but current sys- 
tems seem able to function with an inventory of about 1000 
diphones. 

In order to illustrate the advantages of the diphone ap- 
proach over synthesis-by-rule programs, consider the task of 
plosive-vowel synthesis. In the rule programs described 
above, simple theories were used to generate a plosive before 
different vowels. In the diphone.approach, .each plosive- 
vowel transition is a special case, so no general theory or list 
of exceptions are required. 

A potential disadvantage of the diphone approach is 
that discontinuities may appear fight in the middle of vowels 
if the two abutting diphones do not reach the same vowel 
target, as might be the case for, e.g., the word "bill" in the 
lower panel of Fig. 23, or for "wet" = [ we + e•t ] because 
the [w ] lip rounding and velarization effects can extend well 
into the vowel. Some sort of smoothing at diphone boundar- 
ies minimizes the perceptual consequences of actual formant 
discontinuities, but a mismatch of vowel quality between the 
two halves is not as easy to compensate for. Nor is it possible 
to create vowel-vowel coarticulation across an intervening 
consonant, or adjust vowel targets according to stress or 
phonetic environment. These may be second-order effects of 
less importance than a segmental intelligibility gain achieved 
by diphone concatenation, but we simply do not know. 

Efforts to build synthesis-by-rule programs based on the 
diphone have had considerable success (Dixon and Maxey, 
1968; Olive, 1977). The first diphone system, demonstrated 
at the 1967 M.I.T. Conference on Speech Communication 
and Processing, was based on a set of stylized stored param- 
eter tracks to control a formant synthesizer (Dixon and 
Maxey, 1968). The authors spent many years in a trial-and- 
error effort to optimize a diphone inventory for this purpose 
(Estes et al., 1964), and eventually produced a system that 
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seemed quite intelligible (example 18 of the Appendix), but 
the project was terminated for business rather than technical 
reasons before they were able to add rules for automatically 
generating segment durations and an fo contour from an 
abstract phonemic representation. 

The advent of linear prediction speech analysis/re- 
synthesis techniques opened up the possibility of automated 
procedures for creation of a diphone inventory. Olive and 
Spickenagle (1976) attempted to extract the essential fea- 
tures from each diphone by characterizing it in terms of an 
initial linear prediction pseudo-area function and a linear 
transition to a final pseudo area function. Diphones obtained 
from stressed syllables could be used to synthesize new 
stressed syllables, but the extensive time expansion and time 
contraction of diphones that is required to satisfy timing 
rules for stressed and unstressed syllables of English sen- 
tences have been a problem. The expected large gain in natu- 
ralness that one might expect from utilization of pieces de- 
rived from natural speech has not.been realized due to 
compromises that are necessary, such as smoothing at di- 
phone boundaries, changing the duration of the diphones, 
and imposing a fundamental frequer/cy contour different 
from that originally recorded (example 22 of the Appen- 
dix). At this time, the naturalness of text-to-speech systems 
based on linear prediction diphones is not significantly better 
or worse than formant synthesis by rule, in my opinion, al- 
though the two types of systems seem to have a different set 
of perceived deficiencies in naturalness. Diphones must all 
be recorded by a speaker who can control (hold constant) 
voice quality so that there aren't sudden changes in the 
source spectrum in the middle of syllables. But this also 
means that there is no simple way to change voice quality 
over a sentence as a function of syllable stress and position 
within a sentence, leading to a somewhat stereotyped voice 
quality. The buzziness inherent in LPC also degrades per- 
ceived voice quality. On the other hand, a flexible formant 
synthesizer may permit manipulation of the voicing source 
characteristics over a sentence, but we do not yet know the 
rules to do this in an optimal way. 

The intelligibility of carefully chosen diphones can be 
quite high, especially with modern methods, such as the use 
of multipulse linear prediction (Atal and Remde, 1982) to 
more accurately characterize noise bursts and other onsets. 
A third generation of the Olive diphone concatenation 
scheme is used in an experimental AT&T Bell Laboratories 
text-to-speech system (Olive and Liberman, 1985) (exam- 
ple 34 of the Appendix). An earlier version of this Bell Labo- 
ratories system has been demonstrated for several years at 
the Epcot Center of Walt Disney World. Conversant Sys- 
tems, a wholly owned subsidiary of AT&T, has indicated 
plans to offer for sale a version of this system, although no 
date has been set for its availability. 

A closely related alternative to the diphone is the demi- 
syllable (Fujimura and Lovins, 1978), i.e., half of a syllable. 
The inventory of half-syllables in English is about 1000 if one 
is clever about the treatment of certain postvocalic clusters 
(treating morphemic plural and past consonant sequences 
such as" - s" and" - t" as separable units, as suggested by 
Fujimura and Lovins). The advantage of the demisyllable is 

that highly coarticulated syllable-internal consonant clus- 
ters are treated as units, while the disadvantage is that coarti- 
culation across syllables is not treated very well. A synthesis- 
by-rule program based on demisyllables has been 
demonstrated by Browman (1980) (example 23 of the Ap- 
pendix). Perhaps the best choice among concatenation mod- 
els is a hybrid diphone approach that uses consonant clusters 
as units when necessary to model the acoustic manifestations 
of consonant sequences in a satisfactory way (Olive and Li- 
berman, 1979). 

In summary, efforts to develop methods for synthesiz- 
ing phonetic segments to make up arbitrary sentences have 
proceeded along three lines: creation of (1) heuristic rules 
for controlling formant synthesizers, (2) "natural" rules for 
controlling articulatory models, and (3) methods for conca- 
tenating pieces of lpc-encoded real speech. The inherent at- 
traction of articulatory solutions must be tempered by prac- 
tical considerations of computational cost and lack of data 
upon which to develop rules. The choice between rule sys- 
tems for formant synthesizers and concatenation strategies 
may ultimately depend on limits to the flexibility and natu- 
ralness of concatenation schemes involving encoded natural 
speech, but the best current lpc-based systems are quite com- 
petitive with the best formant-based rule programs. 

D. Prosody and sentence-level phonetic recoding 

A sentence cannot be synthesized by simply stringing 
together a sequence of phonemes or words. It is very impor- 
tant to get the timing, intonation, and allophonic detail cor- 
rect in order that a sentence sound intelligible and moderate- 
ly natural, Fig. 24. Prosodic details also help the listener 
segment the acoustic stream into words and phrases (Naka- 
tani and Schafer, 1978; Svensson, 1974; Streeter, 1978). The 
following three sections take up these topics in detail. 

A pure tone can be characterized in physical terms by its 
intensity, duration, and fundamental frequency. These in- 
duce the sensations of loudness, length, and pitch, respec- 
tively. In speech, it is the change over time in these prosodic 
parameters of intensity, duration, andfo that carry linguisti- 

THIS SHIRT IS RED. 

FIG. 24. Broadband spectrograms indicating that a sentence is very differ- 
ent from a concatenated string of words recorded in isolation. Words in 
sentence context are generally much shorter in duration, are subject to coar- 
ticulation at word boundaries, and undergo phonetic recoding--for exam- 
ple, the/t/in "shirt" has become a flap. 
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cally significant prosodic information, as summarized in Ta- 
ble I. 

Segmental factors that can influence stress judgments 
include vowel reduction (Fry, 1965 ) and associated phono- 
logical recoding/simplification phenomena. Thus, for exam- 
ple, in the word "photograph," the second vowel is reduced 
to a short-duration mid schwa vowel [•], and the/t/is 
flapped (compare with "photography"). 

I. Intensity rules 

The intensity pattern of speech tends to set off individ- 
ual syllables because vowels are usually more intense than 
consonants. Stressed syllables, which are perceived to be 
louder than unstressed syllables, may be more intense by a 
few dB, but intensity per se is not a very effective perceptual 
cue to stress (Fry, 1958), due in part to the confounding 
variations in syllable intensity associated with vowel height, 
fo, laryngeal state, and other factors. 

In a formant synthesizer, as in speech, the intensity of a 
voiced sound automatically goes up in proportion to fo. 
Thus one can achieve a degree of stress-related intensity in- 
crease by rules that only manipulatefo. Experience suggests 
that including a specific rule to increase stressed vowel inten- 
sity produces artificially strong stressed vowels. 

At a phrase level, it appears that syllables at the end of 
an utterance can become weaker in intensity, especially if 
unstressed. However, it is not clear that this is simply an 
effect of reduced source intensity; usually the glottal wave- 
form becomes more breathy as well, with a strong funda- 
mental component and weaker high-frequency harmonics 
(Bickley, 1982 ). 

If prosody is to include these source modifications, as it 
probably should in order to account for natural changes to 
voice quality over utterances, then we will need new descrip- 
tors and new data to quantify the perceptually important 
effects. At the very least, a new prosodic dimension is re- 
quired to characterize a continuum of voice qualities from 
breathy through normal to creaky (Ladefoged, 1973; Cat- 
ford, 1977). Other possible dimensions might be related to 
the stability of the vibration pattern (susceptibility to aperio- 
dicities). 

TABLE I. Physical and subjective components of sentence prosody. 

Physical quantity Nearest subjective attributes 

Intensity pattern 

Duration pattern 

fo pattern 

syllabic structure 
vocal effort, stress 

speaking rate, rhythm, 
stress, emphasis, 
syntactic structure 

intonation, 
stress, emphasis, 
gender, vocal tract length 
psychological state, attitude 

2. Duration rules 

Aspects of speech timing are specified and modified by 
information coming from many different representational 
levels during speech production. Psychological and seman- 
tic variables influence the average speaking rate and deter- 
mine durational increments due to emphasis or contrasfive 
stress. The syntactic structure of the sentence to be produced 
determines the locations of prosodic boundaries at which 
segments are longer in duration. The lexicon and/or stress 
rules determine which consonants and vowels of a word are 

stressed and hence longer in duration than unstressed and 
reduced vowels. The phonological component of the speak- 
ing process selects appropriate allophones for the abstract 
phonemes of lexical items, and executes a set of rules that 
modify the allophone durations according to phonetic con- 
text. These effects have been examined in review papers by 
Lehiste (1970) and by Klatt (1976a). 

As an example of the kinds of rules needed to predict 
segment durations in sentences, consider the model pro- 
posed by Klatt (1979a). The model assumes that ( 1 ) each 
phonetic segment type has an inherent duration that is speci- 
fied as one of its distinctive properties, • (2) each rule tries to 
effect a percentage increase or decrease in the duration of the 
segment, but (3) segments cannot be compressed shorter 
than a certain minimum duration (Klatt, 1973b). The mod- 
el is summarized by the formula: 

DUR = MINDUR q- (INHDUR -- MINDUR) X PRCNT (2) 
100 ' 

where INHDUR is the inherent duration of a segment in ms, 
MINDUR is the minimum duration of a segment if stressed, 
and PRCNT is the percentage shortening determined by ap- 
plying rules described in Table II. 

Segmental duration is one of the cues that (1) helps 
distinguish between segments (e.g., short/e/versus long 
/a•/, or short/z/versus long/s/), (2) determines features 
of neighboring segments (e.g., the voicing feature of postvo- 
calic obstruents is cued in part by vowel duration--[ a•: z] 
versus [a• s] ), (3) distinguishes between stressed and un- 
stressed syllables, (4) signals phrase and clause boundaries, 
and (5) helps indicate the presence or absence of emphasis. 
Perceptual disentanglement of these effects is difficult 
(Klatt, 1982b). In fact, one of the unsolved problems in the 
development of rule systems for speech timing is the size of 
the unit (segment, onset/rhyme, syllable, word) best em- 
ployed to capture various timing phenomena. 

Other durational rule systems exist for English (Mat- 
tingly, 1968; Barnwell, 1971; Coker et al., 1973; Umeda, 
1975, 1977). The rules contained in these systems are similar 
(not surprisingly), but there are too many ways to describe 
interacting phenomena, so that, e.g., Gaitenby et al. (1972) 
and Coker et al. (1973) rely heavily on multiple stress levels 
conditioned by syntactic category (verbs have less stress 
than nouns) and conditioned by word frequency (common 
words and words that are repeated in a discourse are reduced 
in stress). Other authors postulate rules related to rhythm 
and isochronous principles (Lehiste, 1977). Neither of these 
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TABLE II. Duration rules proposed by Klatt (1979a). 

1. PAUSE INSERTION RULE: Insert a brief pause before each sen- 
tence-internal main clause and at other boundaries delimited by an or- 
thographic comma (Goldman-Eisler, 1968; Cooper et aL, 1978). 

2. CLAUSE-FINAL LENGTHENING: The vowel or syllabic conso- 
nant in the syllable just before a pause is lengthened (Gaitenby, 1965 ). 
Any consonants in the rhyme (between this vowel and the pause) are 
also lengthened (Oiler, 1973; Klatt, 1975a). 

3. PHRASE-FINAL LENGTHENING: Syllabic segments (vowels and 
syllabic consonants) are lengthened if in a phrase-final syllable (Klatt, 
1975a). Durational increases at the noun-phrase/verb-phrase bound- 
ary are more likely in complex noun phrase or when subject-verb-ob- 
ject order is violated; durational changes are much less likely for pro- 
nouns (Harris et aL, 1981 ). The lengthening is perceptually important 
(Lehiste et aL, 1976; Umeda and Quinn, 1981 ). 

4. NON-WORLD-FINAL SHORTENING: Syllabic segments are 
shortened slightly if not in a word-final syllable (Oiler, 1973). [This 
rule is disputed by Umeda (1975). ] 

5. POLYSYLLABIC SHORTENING: Syllabic segments in a polysyl- 
labic word are shortened slightly (Lehiste, 1975a). [This rule is also 
disputed by Umeda (1975). ] 

6. NON-INITIAL-CONSONANT SHORTENING: Consonants in 

non-word-initial position are shortened (Klatt, 1974; Umeda, 1977). 

7. UNSTRESSED SHORTENING: Unstressed segments are shorter 
and more compressible than stressed segments (Fry, 1958; Umeda, 
1975, 1977; Lehiste, 1975a). 

8. LENGTHENING FOR EMPHASIS: An emphasized vowel is signifi- 
canfly lengthened (Bolinger, 1972; Umeda, 1975). 

9. POSTVOCALIC CONTEXT OF VOWELS: The influence of a post- 
vocalic consonant (in the same word) on the duration of a vowel is such 
as to shorten the vowel if the consonant is voiceless (House and Fair- 
banks, 1953; Peterson and Lehiste, 1960). The effects are greatest at 
phrase and clause boundaries (Klatt, 1975a). 

10. SHORTENING IN CLUSTERS: Segments are shortened in conso- 
nant-consonant sequences (disregarding word boundaries, but not 
across phrase boundaries) (Klatt, 1973a; Haggard, 1973). 

11. LENGTHENING DUE TO PLOSIVE ASPIRATION: A stressed 

vowel or SOhorant preceded by a voiceless plosive is lengthened (Peter- 
son and Lehiste, 1960). 

kinds of rules is incorporated explicitly in the Klatt system, 
but partial isochrony is achieved through rules that shorten 
unstressed syllables and consonant clusters (Carlson et al., 
i979). The Klatt rules capture durational differences be- 
tween nouns and verbs by phrase-final lengthening and des- 
tressing of common verbs. An emphasis symbol is provided 
to capture word frequency and discourse expectancy effects 
in a binary fashion. These alternative mechanisms for mim- 
icking observed tendencies in durational data make it nearly 
impossible to determine which rule system has a basis most 
similar to psychological processes. 

3. Fundamental frequency rules 

Many phenomenological observations have been col- 
lected about pitch motions in English sentences, and hypoth- 
eses have been generated concerning their relations to lin- 
guistic constructs known as intonation and stress. The 
intonation pattern is defined to be the pitch pattern over time 
that, for example, distinguishes statement from question or 

imperative, and that marks the continuation rise between 
clauses for an utterance of more than one clause. The stress 

pattern on syllables can distinguish words such as" 'insert" 
from "ins'ert" even though the two words have identical 
segmental phonemes. Linguists originally believed that 
there was a fairly direct correspondence between intonation 
and pitch, while levels of stress were manifested by changes 
in vocal intensity and syllable duration. Now we know that 
fo changes affect stress judgements significantly (Fry, 1958; 
Nakatani and Schafer, 1978), and that a rise info or a fall in 
fo can indicate a stressed syllable. The fo pattern plays a 
complex role in encoding information for the listener be- 
cause it not only conveys information about syntactic struc- 
ture and stress patterns, but it also helps indicate speaker 
gender, head size, psychological state, and attitude toward 
what is being spoken. This section reviews briefly some of 
what is known about this encoding. 

Pike (1945) believed that English is like a tone language 
in that four different degrees of stress corresponded to differ- 
ent pitch levels. However, it has been shown that a given 
stress level is manifested as a higher pitch at the beginning of 
a sentence than near the end ( Lieberman, 1967), so absolute 
fo cannot be the relevant cue to the level of a tone. Lieberman 
also demonstrated that (simulated) emotional states 
changed fo patterns in ways that made it impossible for lin- 
guists to assign stress levels to syllables in a consistent way 
when listening to read sentences. Thus emotions and atti- 
tudes are also conveyed to some extent by fo patterns (for 
sample data, see Uldall, 1960; O'Shaughnessy and Allen, 
1983). Instrumental analyses also indicated that segmental 
identity could perturb the fo value (House and Fairbanks, 
1953), and that there were large differences across speakers 
depending primarily on larynx size. On average, female 
speakers usefo values about 1.7 times male values (Peterson 
and Barney, 1952), plus perhaps a slightly more lively set of 
dynamic changes (higher peaks and lower troughs) than 
simple scaling would imply. 

Bolinger (1972) notes the frequent use of contrastive 
stress or emphasis in expressive reading. To the extent that 
locations for emphasis can be determined for text, the em- 
phasis can be manifested acoustically by increasing the dura- 
tion of the emphasized word, increasing the pitch rise that 
ordinarily accompanies its primary-stressed syllable, and de- 
creasing the size of all other pitch rises in the remainder of 
the sentence (Cooper and Sorenson, 1981). 

O'Shaughnessy (1979) and O'Shaughnessy and Allen 
(1983) examinedfo contours for syntactically complex sen- 
tences, and for sentences involving modals. They observed 
that modal auxiliaries, negatives, quantifiers, and sentential 
adverbs tend to be emphasized (local fo increase) when 
present in read sentences. The authors interpret these results 
in terms of the speaker's feeling toward the proposition tend- 
ing to dominate over the actual content of the proposition 
( Halliday, 1970). 

The strength of anfo gesture depends on semantic fac- 
tors that extend over more than one sentence (Coker et al., 
1973). A repeated word is reduced in fo gesture, and the 
reduction is due to semantic recurrence rather than to reap- 
pearance of exactly the same item (Vanderslice, 1968). In 
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addition, the structure of discourse seems to cause readers to 
start with a higher fo at the beginning of a paragraph (Le- 
histe, 1975b). 

In addition to the rule-governed changes to fundamen- 
tal frequency over a sentence, there are also local perturba- 
tions due to aspects of segmental articulation. The fo con- 
tour is higher near a voiceless consonant than near a voiced 
consonant, and is higher on a high vowel (House and Fair- 
banks, 1953; Peterson and Barney, 1952), although this lat- 
ter effect may be reduced in sentence contexts (Umeda, 
1981). 

For synthesis by rule, what is needed is a theory that can 
predict whenfo will rise or fall, and what levels it will reach 
on individual stressed syllables of a sentence as a function of 
syntactic structure, stress pattern, and semantic/perfor- 
mance variables (if known) such as the location of the most 
important word in the sentence, or the speaker's attitude 
toward what is being said. Such theories are still in their 
infancy, and many alternative formulations exist, but fortu- 
nately several are complete enough to serve as models for a 
text-to-speech algorithm. One type of theory is based on the 
view that fo moves (sluggishly) from target to target tone 
(Pike, 1945 ). Another class of theories includes commands 
to raise and lower fo at certain times, emphasizing the mo- 
tion over the actual target achieved (Bolinger, 1951 ), see 
also Ladd (1983). 

The first algorithm for determination of a fundamental 
frequency contour was programmed by Mattingly (1966) 
and incorporated in the phonemic synthesis-by-rule pro- 
gram of Holmes et al. (1964). In the British tradition of 
Armstrong and Ward ( 1931 ), which separates intonation 
and stress, Mattingly's rules recognized three intonational 
"tunes" that could be placed on the last prominent syllable of 
a clause. The tunes, shown at the top in Fig. 25, are '•falling," 
"rising," and '•fall-rise"--corresponding to statement end, 
question end, and continuation rise. Other prominent sylla- 
bles of a sentence (typically the stressed syllable in semanti- 
cally important content words) could be marked by the user; 

TIME 

FINAL FALL QUESTION RISE CONTINUATION 
FALL-RISE 

TIME 

FIG. 25. Three typical clause-final intonation contours (top), and an exam- 
ple of a fundamental frequency "hat pattern" of rises and falls between the 
brim and top of a hat for a two-clause sentence (bottom). 

in which case these received a local increase info. Unstressed 
syllables. were generally lower in pitch because they were not 
assigned a target. 

These rules were intended to mimic intonation patterns 
of British English; an American version was published later 
by Mattingly (1968). In this rule system, the tendency forfo 
to start high and fall gradually throughout a s•ntence (decli- 
nation) w•as reduced for American English, and the promin- 
ent/nonprominent opposition was elaborated by distin- 
guishing three stress levels (primary, secondary, and 
unstressed). 7 The influence of consonants on fo (Lehiste 
and Peterson, 1961 ) was approximated by causing the fo to 
start higher at the onset of a stressed syllable if it began with a 
voiceless consonant. 

A similar view of intonation was described in quite dif- 
ferent terminology by 't Hart and Cohen (1973). In the spir- 
it of Bolinger ( 1951 ), they defined the intonational "hatpat- 
tern," see bottom portion of Fig. 25, as the tendency for 
intonation to rise on the first stressed syllable of a phrase, 
and remain high until the final stressed syllable where there 
is either a dramatic fall or a fall-rise depending on whether 
more material is to be spoken. The idea of intonational 
phrases is similar to the idea of the breath group advocated 
earlier by Lieberman (1967). Translation of these ideas to 
rules for English was performed by Maeda (1974), who also 
postulated stress-related local rises above the phrasal hat top 
whose magnitudes depended on phrasal position--the size 
of pitch gestures tending to be reduced over the course of a 
phrase. 

The Maeda rules form the basis for thefo gestures pro- 
duced by Klattalk. The detailed implementation is based on 
an idea of 6hman (1967). He proposed that intonation con- 
tours can be modeled in terms of impulses and step com- 
mands fed to a linear smoothing filter. This type of model has 
been applied to Japanese intonational synthesis by Fujisaki 
and Nagashima (1969), who were able to match natural 
intonation contours with remarkable fidelity. An example of 
the step and impulsive commands for a sentence generated 
by Klattalk rules is shown in Fig. 26. 

The timing of the fundamental frequency rises and falls 
with respect to the locations of stressed vowels can have a 
fairly large perceptual effect. For example, gradual rises ex- 
tending over the full vowel duration are heard as similar to 
continuation rises--indicative of material prior to the most 
prominent or nuclear syllable of the utterance. 

The most detailed current model of fo generation for 
American English (Pierrehumbert, 1981; Anderson et al., 
1984) takes a somewhat different approach to the problem, 
and posits twofo target tones at an abstract level--H (high) 
and L (low). Each stressed syllable of a sentence is assigned 
a sequence of zero or one such tones according to syntax, 
discourse importance, and rhythmic position. In addition, 
there are two extra tones at the end of a phrase, one occur- 
ring between the last accent and the end, and the other oc- 
curring fight at the end. These permit various forms of ter- 
minal falls and rises to be constructed. The assignment offo 
targets and smooth transitions between targets is a complex 
function of a reference fo declination line ((•hman, 1967; 
Peck, 1969) and a time-varying pitch range (Cohen and 't 
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THE OLD MAN 

FIG. 26. The Klattalkfo contour shown at the 
bottom was generated by sending a sum of the 
various step and "impulsive" commands shown 
above through a low-pass smoothing filter. Ad- 
ditional small step commands associated with 
tongue height and glottal state, and a gradual 
declination line also served as input to the low- 
pass filter. 

Hart, 1967). The model can deal with a wide range of ob- 
served intonational patterns, but many of the patterns could 
only be predicted from text if one were a mind reader (Bo- 
linger, 1972). A stripped-down version of the model is used 
in the Bell Laboratories text-to-speech system described ear- 
lier. Demonstrations of the system (example 34 of the Ap- 
pendix) use input text where adjective-noun and compound 
stress patterns are hand corrected if necessary, because get- 
ting this aspect of prosody correct is both difficult and per- 
ceptually quite important. 

It can be frustrating to work with rule systems for gener- 
ation offo and duration patterns for sentences in a text-to- 
speech context because one depends on sentence analysis 
routines to determine aspects of syntactic structure or se- 
mantic importance, and these routines are often wrong. 
When a text-to-speech system makes a phonemic pronuncia- 
tion error, the user may be able to override the text-to-phon- 
eme process by re-specifying the word phonemically. Fortu- 
nately, in some systems, the same type of user correction 
capabilities exists for prosodic errors. For example, DEC- 
talk permits syntactic symbols to be placed in the ortho- 
graphic or phonemic transcription. If this does not lead to a 
better prosodic reading, the device will accept durations, 
specified in ms, for any input phonetic segment (Conroy et 
al., 1986). A hand-drawn fundamental frequency contour 
can also be specified by straight-line interpolation between 
fo targets specified at the end of each phonetic segment. Fair- 
ly natural prosody can be achieved by the painstaking copy- 
ing of a recorded utterance using these facilities. . 

4. Allophone selection 

We have assumed that words are lexically represented 
by phonemes and stress symbols. Allophone selection is then 
an important aspect of the sentence generation process. For 
example, the word "city" might appear in a pronouncing 
dictionary as/s'iti/, i.e., with a medial/t/phoneme, but the 
word is almost always pronounced with a flap variant [ r] of 
the/t/, see Fig. 27. It might appear possible to obviate the 
need for a flapping rule by simply representing "city" with a 
flap in the first place. However, a flap rule is still required in 
a text-to-speech'system in order to turn the fully released [ t ] 
of"bait" into a flap in a phrase such as "bait a hook." Slight- 
ly oversimplifying, a/t/is flapped in American English 

between two sonorants if the second is unstressed. At least 

for those cases where a phoneme can take on different allo- 
phones depending on the context of the word, a set of allo- 
phone selection rules is unavoidable. Cross-word-boundary 
phonological recoding is significant in English, as we will 
see. 

Part of the problem of speaking naturally concerns the 
phonetic form of function words. Words such as "for, .... to," 
"him" often take on the reduced forms [f•], [t• ], and [+m ] 
(Heffner, 1969), but not in all phonetic environments. For 
example, in Klattalk, "for" is not reduced if the next seg- 
ment is a vowel or silence. If these words are never reduced, 

the speech sounds stilted (something like that of a bad actor 
trying to articulate carefully), while over-application of 
rules for reducing function words may lead to mispercep- 
tions as to the number of syllables in an utterance. 

While a phoneme inventory for English can be specified 
with little debate, selection of an appropriate inventory of 
allophonic symbols involves many conflicting criteria and 
tradeoffs. The clearest cases are those where a phoneme is 

TEA TREE STEEP 

CITY IT'LL BEATEN 

FIG. 27. Broadband spectrograms illustrating allophonic changes to/t/: a 
normal aspirated/t/in "tea," affricated in "tree," unaspirated in "steep," 
flapped in "city," lateral or glottal release in "it'll," and nasal or glottal 
release in "beaten," after Zue and Laferierre (1979). 
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replaced by an allophone with distinctly different articula- 
tory/acoustic properties. For example, the phoneme/l/is 
realized as a velarized variant following a vowel, while there 
is normally no velar constriction for word-initial produc- 
tions of/1/(Lehiste, 1962). 

Less clear are those cases where a small change is the 
result of a low-level articulatory interaction (Schwartz, 
1967), or where many small changes can be made along an 
articulatory/acoustic dimension such as voice onset time. 
For example, the time between release of a/t/and voicing 
onset is typically about 50 ms, but is systematically about 10 
ms longer in a word-initial position, e.g., "tone," than it is in 
prestressed word-medial positions, e.g., "atone," and VOT is 
shorter if the following vowel is unstressed (Klatt, 1975b). 
Should one create a separate symbol for each grafiation 
along the voice-onset-time continuum, or handle these ef- 
fects as low-level adjustments to the time functions that con- 
trol the synthesizer? Distinctions between allophone selec- 
tion rules and parameter adjustment rules are necessarily 
arbitrary, and of relatively little theoretical import to us. 8 
The important thing is to be able to produce the appropriate 
acoustic changes in the synthetic speech, and to do so in an 
efiScient way. 

Some of the rules to be discussed below appear to be 
articulatory simplifications that allow the speaker to be 
"lazy" in realizing some unstressed phonetic sequences. 
While ease of pronunciation may play a role in the develop- 
ment of allophonic variation, a far more important function 
of these rules is to help mark boundaries, especially word 
boundaries, in the flow of speech (Lehiste, 1959; Nakatani 
and Dukes, 1977); Lehiste cites many examples where allo- 
phones mark boundaries, the best known of which is the 
distinction between "night rate" and "nitrate," where a lis- 
tener can easily tell which sequence was intended by the 
speaker because of stronger frication/aspiration in the latter 
case. 9 

Most of the rules discussed below are thus not strictly 
"sloppy speech" rules, and they are not optional rules. They 
are needed to make sentences sound fluent and natural. The 

rules help the listener decide the syllable afi51iation of con- 
sonants and the degree of stress on a syllable, and thus indir- 
ectly constrain locations of potential word boundaries, per- 
mitting the listener to parse an utterance into words without 
pursuing too many alternative interpretations (Church, 
!983). Phonotactics, or the specification of permitted pho- 
netic sequences at the beginnings, middles, and ends of 
words, also can provide word boundary hypotheses for the 
listener (Lamel and Zue, 1984). 

The details of phonological rule application differ for 
the different dialects of English, as well as for different 
speaking styles (formal/casual) and speaking rates within a 
given dialect. This is a serious problem for speech recogni- 
tion devices (see, e.g., the rule compendium of Cohen and 
Mercer, 1974), but a text-to-speech system need only select 
rules appropriate for one acceptable dialect of English, and 
perhaps make some modifications concerning rule applica- 
bility as a function of speaking rate (Bernstein and Baldwin, 
1985). In Klattalk, some phonetic simplifications across 
word boundaries are blocked ifa phrase boundary is present. 

This mechanism is used to produce more formal speech at 
slow speaking rates simply by placing phrase boundary sym- 
bols at more minor phrase breaks when analyzing a text. In 
the future, it might be interesting to attempt to simulate ad- 
ditional dialects and styles by direct manipulation of phono- 
logical rules in these systems. 

Some of the allophonic phenomena to be described have 
been known for a long time, many having appeared in pho- 
netics textbooks at least as far back as the 1930's (Bloom- 
field, 1933; Hocket, 1955; Heffner, 1969). However, acous- 
tic characterization had to await instrumental study. One of 
the first and best of the acoustic-phonetic studies was per- 
formed by Lehiste ( 1959, 1964). She noted the following 
kinds of word boundary indicators: 

© The presence of a laryngealized vowel onset usually sig- 
nals the beginning of a word that starts with a vowel. 

© A normally aspirated release of [p,t,k] becomes unaspir- 
ated ifa preceding [ s ] is part of the same word ("the spot" 
versus "this pot"). 

© Selection between an initial or final allophone/r/or/1/ 
intervocalically depends on the location of a word bound- 
ary on either side of the consonant. 

© A vowel is longer in duration in an open syllable (no 
word-final consonant), and shorter if followed by a voice- 
less word-final consonant. 

© A word-final [t,d] is flapped or glottalized before a word 
beginning with a stressed vowel. 

Nakatani and O'Connor-Dukes (1979) extended this work, 
and concluded that the phonetic cues and stress changes are 
perceptually more powerful cues to word boundary loca- 
tions than are durational and pitch changes associated with 
syntactic boundary movements. They used an analysis-re- 
synthesis system to generate stimuli with, e.g., durational 
characteristics of one phrase and phonetic characteristics of 
another in order to obtain perceptual judgments of cue 
strength. Additional phenomena that they noted include: 

© Geminate consonants are lengthened with respect to sing- 
letons (e.g., the/k/in "drunk converse" versus "drunken 
verse' ' ). 

© Vowels can be deleted and words resyllabified (e.g., when 
"bakery" becomes a two-syllable word). 

© There are restrictions on vowel reduction (e.g., there is 
reduction in "hard defeat" but not in "hardy feet"). 

In a subsequent study of [ 1 ] and [ r], Lehiste (1962) 
noted that the prevocalic "light" allophone of/1/ as in 
"lead" has a second formant that depends on the following 
vowel, postvocalic "dark" or velarized/1/as in "deal" has a 
lower second formant that is independent of the preceding 
vowel, and is similar to the syllabic/1/in "bottle." The ini- 
tial allophone of/r/as in "reed" has lower F 1, F2, F 3 than 
the postvocalic allophone as in "deer." The syllabic nucleus 
[ z] as in "dirt" has formant targets similar to the postvoca- 
lic allophone. 

In a study of the allophones of/t,d/and their distribu- 
tion, Zue and Laferriere (1979) distinguished: 

© within-word prestressed variants as in "return" and "re- 
duce," 
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ß unstressed (shorter, less aspirated) versions as in 
"minty," "Mindy," "moulted," and "molded," 

ß voiced flaps as in "rarer" and "raider," 
ß glottalized or nasal released stops, as in "sweeten" and 

"Sweden," 
ß deleted allophones, as sometimes occur in "pentagon." 

Klatt (1975b) measured burst durations and voice on- 
set times (VOT) for plosives in consonant clusters as a func- 
tion of stress/phonetic/structural environments, and pro- 
posed a set of quantitative rules to account for the data. As is 
well known, VOT for/p,t,k? is longer in clusters with a 
following sonorant consonant, shorter in a cluster with a 
preceding/s/, shorter if the syllable is unstressed, longer in 
word-initial position, and shorter if preceded by a voiced 
segment of a preceding word. Most of the rules are natural 
consequences of aerodynamic factors involved in getting the 
glottis open in order to generate aspiration, and then closed 
to begin voicing. For example, Umeda and Coker (1974) 
observed that the duration of aspiration for prevocalic [t] 
tends to covary with closure duration, and that VOT is 
shorter for (unstressed) function words like "to" than for 
content words like "two." 

Morpheme structure can be important in determining 
the acoustic realization of consonants. For example, ?p,t,k? 
are not strongly aspirated in ?sp,st, sk/clusters, except for 
the case where there is an obvious morpheme boundary after 
the/s/, as in, e.g., "discourteous" and "miscalculate" (Da- 
vidsen-Nielsen, 1974). The morpheme boundary symbol 
must be present in the abstract linguistic description for such 
words if the aspiration feature is to be computed correctly. 
Otherwise, a principle of assigning the maximum number of 
prevocali½ consonants to a roedial stressed vowel, subject to 
the constraint that the consonants form a legitimate word- 
initial consonant cluster (Hoard, 1966, 1971 ), will group 
the?s?-plosive into a prestressed cluster. This syllabification 
principle is used in Klattalk, resulting in reduced aspiration 
for [p,t,k] in words like "discourteous" unless a morpheme 
boundary is inserted after the/s/. 

Prevocalic and postvocalic allophones may differ in 
acoustic aspects related to the temporal buildup/decay of 
the sound source. Coker and Umeda (1975) observed that 
the prevoicing for [b,d,g] is weaker and less rich in higher 
harmonics in utterance-initial positions due to the more sin- 
usoidal nature of vocal fold vibrations at initiation of voic- 

ing. Similarly, [m,n,1] were a few dB weaker in intensity 
(during the early portion of the consonant) in word-initial 
positions than in medial and final positions. On the other 
hand, the noise intensity for [ s ] was about 3 dB more intense 
word initially than medially and finally, presumably due to 
the slightly higher subglottal pressure (or the timing or pres- 
sure buildup/decay)•associated with initial versus utter- 
ance-final consonants (Umeda and Coker, 1974). 

In a search for sentence-level recoding rules, Oshika et 
al. (1975) noted the palatalization of word-final alveolar 
consonants if the next word begins with a palatal consonant, 
as in "did you" [d•u] and "this shoe" [ 6•gu]. Zue and 
Shattuck-Hufnagel (1979) found the effect to be asymmetri- 
cal, applying to the [s] in "this shoe" but not to either the 
[ s ] or the [ g ] of "wish some." 

Broad and Fertig (1970) examined a collection of about 
150 different Ci-]•-Cf nonsense words spoken by a single 
trained speaker. They measured formant values at ten equal- 
ly spaced locations throughout each syllable, and then per- 
formed averaging over time and tokens to obtain formant 
values associated with the vowel. Next, they measured an 
average formant transition for each initial consonant, Ci, 
averaged over all possible final consonants, Cf. They repre- 
sented this transition as a difference between the measured 

trajectory and the average formant position for [ ]•]. They 
observed that formant transitions associated with plosives 
were generally restricted to about half the vowel duration, as 
shown at the top in Fig. 28, but sonorant consonants often 
affected the entire vowel. They tried to determine whether 
average formant transitions for each initial C and each final 
C were sufficiently regular that one could predict in detail 
the whole formant pattern for each individual syllable from a 
sum of the average [ •] trajectory and the superimposed in- 
cremental trajectories for the initial and final consonants, as 

b 

g 

0 

PREVOCALIC / b,d,g / 
OF THE MODEL 

POSTVOCALIC / b,d,g/ 
OF THE MODEL 

I 

TIME (SEC) 

N 
3:2 

Z 

b.I I 

2 O I 

TIME (SEC) 

/ bid / 

• MODEL 

AVERAGE Of 
.... 3 TOKENS 

TIME (SEC) 

-2729 

2104 

346 

2729 

2104 
b 

-346 
2 

FIG. 28. Approximation to the formant transitions for the CVC syllable 
[bid ] (bottom panel) was derived in terms of a model (top panels) that 
takes into account the average vowel formant positions (dashed lines) and 
incremental perturbations due to each consonant (solid lines), after Broad 
and Fertig (1970). At least for the vowel/]/, the data suggest that formant 
motions can be additively decomposed into ( 1 ) an underlying vowel target, 
(2) a transition associated with the prevocalic consonant, and (3) a transi- 
tion associated with the postvocalic consonant. 
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shown at the bottom in Fig. 28. They were quite successful 
for this vowel, which is fortunate, because the general tech- 
nique is essentially identical to the synthesis strategies used 
in Klattalk and other phonemic role programs to generate 
consonant-vowel-consonant formant patterns. 

These data should be augmented for other vowels, but 
the analysis task is formidable, so only partial data are avail- 
able on some vowels in symmetrical CVC contexts (Stevens 
and House, 1963). Similarly, the same kinds of studies 
should be performed for other speakers, and at several sylla- 
ble durations and degrees of stress. Of particular interest are 
rules that modify vowels in sentence contexts depending on 
consonantal context, stress, and duration. From what little is 
known, it appears that the vowel space shrinks when one 
goes from words spoken in isolation to sentences (Fant et al., 
1974; Shearme and Holmes, 1961), but it is not clear 
whether vowels tend to neutralize toward schwa, or simply 
accede to articulatory demands of adjacent consonants 
(Lindblom, 1963). It is possible that some of the subjective 
impression of unnaturalness and "foreign dialect" of synthe- 
sis-by-role systems can be attributed to insufficient attention 

to details of this sort, both known and those yet to be discov- 
ered. 

The formant transitions for a CV syllable depend to 
some extent on the nature of the phonetic segment that pre- 
cedes the consonant. •hman (1966) has published data on 
formant motions for [b,d,g] in different VCV environments 
that demonstrate significant interactions (Fig. 29), and 
Martin and Bunnell (1982) have shown that listeners expect 
these coarticulatory shiftsmsubjects show reaction time 
deficits when the formant shifts are not present. 

Text-to-speech systems have only begun to simulate the 
details of the phenomena noted in this section (Coker et al., 
1973; Klatt, 1976b). Klattalk now contains a separate sub- 
routine for allophonic substitution rules, as well as many 
detailed parameter adjustment rules in the part of the pro- 
gram concerned with drawing parameter values for phonetic 
sequences. Taken in total, these rules characterize all of the 
allophonic variants and word-boundary cues described here, 
although the rules are simplified and generalized beyond the 
available data in such a way that they probably do not ade- 
quately represent the environments where the rule should be 

y ogy T ogy 

i 

i i ! i i • ! 

I Tøg I 

ii 

i i i i ! i i i ! I ] I i i i i i i 

]-ygo 

! ! i i 

• ygo 

, I 

T 

i i i ! 

T ygu 

i i 

t ugy 

i ug½ 

ugo 

i 

II 

I 1 

ogu • ugu 

FIG. 29. Formant transitions for [g] as a function of preceding and following vowels, after 6hman (1966). Note that the formant motions for, e.g., [ga] 
release (middle horizontal panels) change as the preceding vowel changes. 
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evoked or the detailed acoustic effects of the transformation. 

For example, only the fronting/backing anticipation.. of the 
interacting vowels in a VCV sequence described by Ohman 
has been implemented as a change to the F 2 trajectory. The 
list of discrete allophones inserted and manipulated by inter- 
nal Klattalk rules, shown in Table III, is rather small. All 
other allophonic variation is created by modifying synthesiz- 
er control parameter data directly rather than by defining a 
discrete symbol. 

In summary, it is likely that this area ofallophonic detail 
and prosodic specification is one of the weaker aspects of rule 
systems, and contributes significantly to the perception of 
unnaturalness attributed to synthetic speech. Incremental 
improvements that are made to these rules on the basis of 
comparisons between rule output and natural speech cannot 
help but lead to improved performance of text-to-speech sys- 
tems. 

phonemes, stress, and syntactic symbols. First, the word- 
formatting module transformed the numerals "23" into the 
words "twenty-three." 

INPUT TEXT: 

The 23 protesters were arrested. 
REFORMATTED INTO WORDS: 

The twenty-three protesters were arrested. 
(PARTIAL) SYNTACTIC ANALYSIS: 

The twenty-three protesters ) were arrested. 
SEMANTIC ANALYSIS: 

None. 

(PARTIAL) MORPHEMIC ANALYSIS: 
The twenty-three protest-er-s ) were arrest-ed. 

PHONEMIC CONVERSION AND LEXICAL 

STRESS ASSIGNMENT: 

/• tw'enti Or'i pr'otestzz ) wz or est+d./ 

II. TEXT-TO-PHONEMES CONVERSION 

Having considered the steps required to go from an ab- 
stract linguistic description to synthetic speech, we now turn 
to the problem of deriving this description from text. The 
recognition of printed characters, as required in, e.g., a read- 
ing machine for the blind, is beyond the scope of this review. 
We will assume that an ASCII representation of each input 
sentence is available as input to the text analysis module of a 
text-to-speech system. From considerations outlined in the 
previous section, it is clear that the text analysis routines 
have a formidable task. Ideally, the input is to be analyzed in 
such a way as to: 

© reformat everything encountered (e.g., digits, abbrevia- 
tions) into words and punctuation, 

© parse the sentence to establish the surface syntactic struc- 
ture, 

© find the semantically determined locations of contrasfive 
and emphatic stress, 

© derive a phonemic representation for each word, 
© assign a (lexical) stress pattern to each word. 

For example, the input ASCII string for a typical input 
sentence, shown below, was processed by rules of Klattalk to 
derive an abstract linguistic representation consisting of 

TABLE III. Two-character representations for selected allophones in Klat- 
talk. 

Allophone Two characters Description 

r DX flap 
9 Q glottal stop 
t • TX glottalized t 
• RX postvocalic r 
4- LX postvocalic 1 
i • IR vowel in "beer" 

e• ER vowel in "bear" 

a • AR vowel in "bar" 

o • OR vowel in "boar" 

u • UR vowel in "poor" 

A crude syntactic analysis of the sentence is then per- 
formed based on locations of any orthographic commas, as 
well as the syntactic role of function words and verbs that are 
detected during the dictionary matching process. In the sam- 
ple text just above, the verb "were" is detected and marked as 
the beginning of the verb phrase through use of the [ ) ] sym- 
bol. The end of a declarative sentence is indicated by the 
period symbol. The most important aspects of syntactic 
structure are the locations of clause boundaries, and the lo- 
cation of the boundary between the noun phrase and the verb 
phrase, although there are other syntactic factors that affect 
the rhythm and intonation of longer sentences. Liberal use of 
commas in text would help a great deal in formulating natu- 
ral phrasing; their presence is generally a reliable cue, but 
unfortunately their absence does not indicate the absence of 
an intonational phrase boundary. 

There is no semantic analysis in Klattalk or any other 
present-day text-to-speech system. Every sentence is spoken 
in a sort ofsemantically "neutral "way, i.e., without emphat- 
ic or contrasfive stress, unless the user indicates an impor- 
tant word by placing the phonemic ["] symbol before it in 
the orthography. 

Next, a phonemic representation is obtained for the 
words in the manner shown in Fig. 30. Each word is com- 
pared with entries in a small pronunciation dictionary. If no 
match is found, the word is broken into smaller pieces (mor- 
phemes) by attempting to remove common suffixes such as 
"-ed, .... -ing," etc. It may be necessary to add a silent "e" or 
to reconstitute the "y" in order to recover the true form of 
the root, as in "biting- bite d-ing." Then the remaining 
root is again compared with entries in the phonemic dictio- 
nary. If there is still no match, a set of letter-to-phoneme 
rules are invoked to predict the pronunciation. In this sen- 
tence, two words had affixes removed, five words/roots were 
found in the dictionary, and the remaining one was pro- 
cessed by letter-to-sound rules. No errors were made. The 
morpheme "protest" was found to have two alternative pro- 
nunciations in the dictionary, one with primary stress on the 
first syllable and the other with primary stress on the second 
syllable, but a selectional restriction associated with the 
"-er" suffix caused correct selection of the noun form. 
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INPUT WORD 

I no •ST.,PP,NG/ 

LETTE•-TO-SOUNO • 

E STEESS EULES • 
AFFIX 

REATTACHMENT 

•PHONEMES, STRESS, 
PARTS-OF- SPEECH 

FIG. 30. The steps involved in converting an ASCII orthographic represen- 
tation for a word into phoneroes, stress, and parts-of-speech information. If 
the word or its base root is not in the dictionary, letter-to-sound rules guess 
at the proper pronunciation. 

A part of the phonemic conversion process concerns the 
derivation of a stress pattern for the syllables of a word. 
Stress must be predicted if the word is not in the system 
vocabulary, or if the orthographic word is broken down into 
root plus affixes and an affix changes the stress pattern given 
for the root. The stress level of a syllable will be indicated by 
inserting a stress symbol just prior to the vowel in the phone- 
mie representation. Absence of a stress symbol means that 
the syllable is unstressed. 

A. Text formatting 

A practical text-to-speech system has to be prepared to 
encounter words containing nonalphabetic characters, digit 
strings and unpronounceable ASCII characters. MITalk 
was one of the first systems to include algorithms for han- 
dling special cases such as how to speak digits in different 
formats (Allen et el., 1979), e.g., "$35.61, 35.61, 2000, the 
year 1971, 10:15 p.m." This system also expanded many 
common abbreviations into full word equivalents. Commer- 
cial systems, which must be prepared to deal with more exot- 
ic material such as embedded escape sequences and other 
nonalphabetic characters, have adopted two general strate- 
gies. The Infovox SA-101 and the Prose-2000 provide the 
user with a set of logical switches which determine what to 
do with certain types of nonalphabetic strings. For example, 
"--" is translated to either "dash" or "minus" depending 
on the state of a switch. DECtalk, on the other hand, ignores 
escape characters, and usually spells out words containing 
nonalphabetic characters. The reasoning is that it is impossi- 
ble to do the right thing in general, and the correct option for 

a particular application should be determined by a host com- 
puter. Even a simple strategy, such as interpreting a tab as an 
indicator of a new paragraph that should begin with a higher 
fundamental frequency, is not a safe assumption in arbitrary 
text; DECtalk therefore requires that a host computer insert 
a special "new paragraph "symbol in the text instead when- 
ever tabs can be.interpreted as new paragraphs. O'Malley et 
el. (1986) point out that many abbreviations are ambiguous, 
but can be disambiguated in particular applications. For ex- 
ample "N." is spoken as a letter in a name, as "North" in a 
street address, and as "New" in a state abbreviation, but 
these are easy fields to distinguish in a properly structured 
data base. 

B. Letter-to-phoneme conversion 

One issue in the preparation of rules and data structures 
for synthesis is how to best represent phonemes, allophones, 
stress, and syntactic symbols. Dictionaries generally do not 
agree on a standard representation, although the Interna- 
tional Phonetic Association publishes one standard, and The 
Journal of the.4coustical Society of .4merica employs a simi- 
lar standard set of phonemic symbols that are used here in 
the examples. However, computers often require a represen- 
tation that can be printed within the limitations of the ASCII 
character set. There is no agreement on either the set of pho- 
netic symbols to be represented or the phonetic/alphabetic 
correspondences in this situation. The problem does not 
really require solution until such time as researchers wish to 
share data bases consisting of dictionaries or rules, and even 
then the most important issue is clear definition since com- 
puters are very good at symbol translation if they know what 
each symbol is intended to mean. 

In my research, I have found it convenient to work with 
two different computer representations. One is case insensi- 
tive (upper case and lower case letters are equivalent) and 
requires two letters to represent vowels and some conson- 
ants. It is easy to type and easy to learn, so it is the way that 
words are input to Klattalk in phonemic form. The represen- 
tation is nearly identical to the ARPAbet (Shoup, 1980). 
The second representation consists of a single ASCII charac- 
ter per phonetic symbol and so is an efficient way to store 
dictionaries and compare strings. Both representations can 
be parsed without the need for spaces between phonetic ele- 
ments•in fact, "space" is the symbol used to indicate a 
word boundary. The two-character representation is defined 
and explained in Conroy et el. ( 1986, pp. 79-97), while the 
one-character set is described in Minow and Klatt (1983, 
Chap. 4). They are reprinted in Tables IV and V. The follow- 
ing are the only somewhat nonstandard symbols allowed in 
the abstract representation for a sentence: ( 1 ) there are two 
variants ofschwa,/•/and/+/, although the one to be used in 
any context is largely determined by the adjacent phonetic 
segments, (2) there is a separate symbol/yu/for the more 
usual/y/+/u w / because the fronting of/u w / in this envi- 
ronment would otherwise have to be done by a special rule, 
(3) there is a mapping of stressed/•/and unstressed/,/ 
onto the single symbol/•/, since this will cause no confusion 
and will make possible a slight saving in table space, (4) a 
silence phoneme is defined which is inserted by rule at cer- 
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TABLE IV. Two-character and one-character representations for pho- 
nemes in DECtalk. 

TABLE V. Two-character and one-character representations for stress and 
syntactic symbols in DECtalk. 

Two One 

Phoneme characters character Example 

i IY i beet 
I IH I bit 

e y EY e bait 
œ EH E bet 
•e AE @ bat 
o AA a pot 
3 AO c bought 
A AH A but 

o w OW o boat 
o UH U book 
u UW u boot 
• RR R Bert 

o y AY A bite 
o y OY O boy 
o w AW W bout 

yu YU Y Butte 
• AX x about 

• IX I nieces 
p P p pet 
b B b bet 
t T t tet 

d D d debt 
k K k kit .• 

g G g get 
• CH C Chet 

j JH J jet 
m M m met 

n N n net 

rj NX G sang 
f F f fed 
v V v vet 

0 TH T thin 
0 DH D this 
s S s set 

z Z z zero 

• SH S shed 
• ZH Z azure 

w W w wet 

y YX y yet 
r R r red 
I L I let 
h HX h head 
n EN N button 
I 
I EL L bottle 
I 

_ _ _ silence "phoneme" 

tain syntactic boundaries, but can also be specified by the 
user, (5) one permitted special level ofphrasal emphasis and 
two levels of lexical stress are introduced (plus the addi- 
tional alternatives unstressed and reduced), (6) syllable 
boundary and morpheme boundary symbols are provided, 
but are usually not required since rules assign consonants to 
syllables correctly in most cases anyway, (7) the compound 
noun symbol is introduced in order to be able to force stress 
reduction in the second element of the compound, (8) a very 
limited inventory of syntactic symbols is provided, and (9) 
the new paragraph symbol is defined and used to realize 
prosodic marking of new paragraphs. A clear deficiency of 
the present symbol inventory is the lack of any ability to 
approximate non-English sounds in foreign words, although 

Two One 

characters character Example 

primary stress 
secondary stress 

.... emphatic stress 
- - syllable boundary 
* * morpheme boundary 
• • compound noun 

( space ) (space) word boundary 
( ( begin preposition 
) ) begin verb phrase 
, , clause boundary 
ß . end of sentence 

? ? question intonation 
I I end of exclamation 

+ + new paragraph 

this limitation is shared by many English speaking individu- 
als. 

Historically, English and most other languages employ- 
ing an alphabetical spelling representation began with a sys- 
tem that was close to the way the word was pronounced 
(Venezky, 1965, 1970; Chomsky and Halle, 1968; Hender- 
son, 1982). Over time, pronunciation habits changed, some- 
times dramatically, so that the spelling reflects more nearly 
an underlying historical antecedent of current pronuncia- 
tion instead of the synchronic phonemes. Thus rules for 
pronunciation of English words depend on complex conven- 
tions involving, e.g., remote silent "e," the number of con- 
sonants following a vowel, the grouping together of special 
letter pairs, such as "ch" and "gh," which normally function 
like a single letter (Wijk, 1969), but not if in separate mor- 
phemes, etc. English has also borrowed words from other 
languages, so that Latin, French, German, and other pat- 
terns, somewhat Anglicized, are fairly common. 

A selected survey of the literature on derivation of pho- 
nemes and stress from orthography is presented in Fig. 31 as 
a block diagram. Interconnections indicate how fundamen- 
tal theoretical analyses of English have been incorporated in 
laboratory programs for text analysis and, finally, in com- 
mercial text-to-speech systems. As indicated in the figure, 
methods used in most commercial systems for deriving a 
phonemic representation of a word involve the use of letter- 
to-sound rules and an exceptions dictionary. An attractive 
alternative, as we will see, is to develop a large morpheme 
dictionary and try to decompose each input word into its 
constituent morphemes (where morphemes are the minimal 
meaningful subparts of words). 

Several initial attempts to predict word pronunciation 
just from the spelling (Ainsworth, 1973; McIlroy, 1974; 
Hunnicutt, 1976; Elovitz et al., 1976; Carlson and Gran- 
str6m, 1976) started from the assumption that a letter or 
letter pair could be converted to the appropriate phoneme if 
just the right amount of adjacent letter context was exam- 
ined. Based on this view, a set of conversion rules was de- 
vised to take care of letter pairs such as "oh" and "ea," and 
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THEORY 

, 1965 HALLE, 1968 
letter-to-sound abstract baseforms, 

theory stress rules 
I I 

................................................................ I ..................................................... .... ................................... 

British rules L-to-S rules L-to-S rules, 

I stress rules 

CARLSON & 

GRANSTROM, 1976 

L-to-S rules, 
rule cam •iler 

.......................... 1 ................................ 
LABORATORY TEXT-TO-SPEECH SYSTEMS 

COMMERCIAL TEXT-TO-SPEECH SYSTEMS 

KURZWEIL READ ING VOTRAX SPEECH PLUS 
MACHINE, 1976 TYPE-N-TALK, 1981 PROSE-2000, 1982 

first •ommercial ' inexpensive, no 3,000 word exceptions 
system exceptions dictionary dictionary 

DIGITAL EQUIP. 

DECTALK, 1983 

6,000 words, 
verb parser 

moi •hemic 
decom x)•ition 

rules 

r 
12,000 morphemes, 

phrase parser 

STOCKHOLM 

INFOVOX, 1983 

3,000 words, 
multi-language 

CO.VERS• ; 
SYSTEMS, 1987'; 

43,000 moq:)hemes, 
proper name rules 

1979 

79 

FIG. 31. Historical antecedents of the text-to-phoneme algorithms used in several laboratory and commercial text-to-speech systems. 

then single letters were converted to phonemic form. For 
each letter, rules were ordered so that the first rules treated 
special cases of complex environmental specification, and 
the last case was always a default phonemic correspondence. 
For example, a rule might say that the letter A •/e/if fol- 
lowed by VE. The rule treats correctly words like "behave," 
but not "have." A slightly more complicated variant of the 
same idea was to convert consonants first (Hunnicutt, 
1976). This permitted the phonemic representations of con- 
sonants to be used in the context specifications for the more 
difficult conversion of vowels. Systems of this kind may have 
more than 500 such rules for the interpretation of letter 
strings. 

Several major problems were immediately apparent: 
( 1 ) vowel conversion depended in part on stress pattern, (2) 
correct analysis often required detection ofmorpheme boun- 
daries, and (3) letter contexts had structural properties such 
as VC vs VCC that one would rather refer to instead of enu- 

merating all possible letter sequences. Before discussing how 
these and the next generation of spelling conversion pro- 
grams dealt with these issues, we consider a novel approach 
to the problem that has received considerable attention in 
the artificial intelligence community. 

77O J. Acoust. Soc. Am., Vol. 82, No. 3, september 1987 

The conversion of letters to phonemes might appear to 
be a pattern matching problem amenable to statistical learn- 
ing strategies. For example, Sejnowski and Rosenberg 
(1986) considered the problem of creating a network, which 
they called NETtalk, that takes a seven-letter window as 
input and outputs the phoneme corresponding to the middle 
letter. A set of 120 "hidden" neuron-like threshold elements 

mediated between input neurons corresponding to 29 possi- 
ble letters at each of seven positions and an output set of 
neurons representing about 40 phonemes and two degrees of 
stress. The weighting of input connections and output con- 
nections of the hidden units was initially random, but was 
adjusted through incremental training on a 20 000 word 
phonemic dictionary. When evaluated on the words of this 
training set, the network was correct for about 90% of the 
phonemes and stress patterns. In some sense, this is a sur- 
prisingly good result in that so much knowledge could be 
embedded in a moderate number of about 25 000 weights, 
but the performance-is not nearly as accurate as that of a 
good set of letter-to-sound rules (performing without use of 
an exceptions dictionary, but with rules for recognizing 
common affixes). A typical knowledge-based rule system 
(Bernstein and Pisoni, 1980) is claimed to perform at about 
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85% correct at a word level (all phonemes correct and stress 
pattern correct) in a random sampling of a very large dictio- 
nary, which implies a phoneme correct rate of better than 
97%. •ø 

NœTtalk is related to a letter-pattern learning program 
described earlier by Lucassen and Mercer (1984). They de- 
fined a set of features corresponding to "random" sets of 
letters, used the forward-backward algorithm of the IBM 
speech recognition strategy (analogous to incremental train- 
ing) on a 50 000 word lexicon to find the best feature sets for 
predicting individual phonemes, and established a set of pro- 
babilities (analogous to weights) for a search tree recogni- 
tion model, based again on a seven-letter input window. 
They obtained correct letter-to-phoneme correspondences 
for 94% of the letters in words in a random sample from a 
5000 word office-correspondence lexicon. In terms of error 
rate, this is slightly better than NETtalk, especially consider- 
ing that some fraction of the test words was probably not in 
the training set, but the Lucassen and Mercer approach still 
results in an inferior words-correct error rate compared with 
traditional rule systems. Even a very powerful statistical 
package cannot yet discover much of the underlying struc- 
ture in a process as complex as natural language. 

A proposal in the psychological literature related to 
these pattern learning programs is that readers learn the let- 
ter-to-phoneme conversion rules not as explicit rules, but by 
analogy with similar local letter patterns in words that they 
already know how to pronounce (Glushko, 1981; Dedina 
and Nusbaum, 1986). For example, a novel word might be 
compared with all words in the lexicon, and the word shar- 
ing the largest number of letters with the unknown word 
would get to determine the pronunciation of that local 
substring. Glushko showed that subjects were slower to pro- 
nounce pseudowords that would have two equally likely al- 
ternative pronunciations if this strategy were followed. A 
computer implementation of a slightly more complicated 
version of this strategy (taking into account frequency of 
occurrence of analogous words) agreed with one of the pro- 
nunciations furnished by human subjects 91% of the time 
when tested on 70 simple pseudowords (Dedina and Nus- 
baum, 1986), while DECtalk pronunciations agreed with 
the response from at least one of seven human subjects 97% 
of the time. Klatt and Shipman (1982) defined a way in 
which the substring comparison strategy might be per- 
formed optimally and rapidly, one letter at a time, by creat- 
ing a moderate-sized decision tree. They examined the per- 
formance when a 20 000 word phonemic dictionary was 
divided in half randomly such that the first half was used to 
create the tree, and the second half used to test it. The error 
rate for individual letters was 7%, which is not bad consider- 
ing that test and training data were different, but this perfor- 
mance is still not nearly good enough to compete with con- 
ventional rule systems. Consonantal letters were found to be 
quite regular and amenable to translation With low error 
rates by this approach. However, the five vowel letters and 
"Y" accounted for four-fifths of the errors. In summary, 
given the attention that NETtalk and other neuron-like de- 
vices have received recently, it is disturbing that NETtalk 
does not learn training set data perfectly, appears to make 

generalizations suboptimally, and has an overall perfor- 
mance that is not acceptable for a practical system. Further- 
more, it is unlikely that larger training lexicons would con- 
verge to a more acceptable performance. Ass!de from 
limitations imposed by the network model, problems inher- 
ent in all these approaches are ( 1 ) the considerable extent of 
letter context that can influence stress patterns in a long 
word (and hence affect vowel quality in words like "photo- 
graph/photography"), (2) the confusion caused by some 
letter pairs, like CH, which function as a single letter in a 
deep sense, and thus misalign any relevant letters occurring 
further from the vowel, and (3) the difficulty of dealing with 
compound words (such as "houseboat" with its silent "e" ), 
i.e., compounds act as if a space were hidden between two of 
the letters inside the word. The necessity ofmorphemic anal- 
ysis is supported by data indicating that good spellers look 
for morphemes inside letter strings (Fischer et al., 1985), 
whereas to date these learning models seek regularities in 
letter patterns without recourse to a lexicon of any sort. On 
the other hand, efforts to find clear psychological evidence 
for morphological analysis of complex related forms (as op- 
posed to rote learning of each) for word pairs such as "heal- 
/health," "original/originality," "magic/magician," and 
"sign/signal" have generally failed (Carlisle, 1985 ). 

1. Prediction of lexical stress from orthography 

The Hunnicutt (1976) rule system included the 
proved version of Chomsky-Halle stress rules (Halle and 
Keyser, 1971) consisting of eight general rules, the most 
well-known of which are the main and alternating stress 
rules for predicting which syllable receives primary stress as 
a function of the "strong/weak" syllable pattern of the word. 
Also included were rules for decomposing words by strip- 
ping off affixes to recover the root. About 15 different pre- 
fixes and 50 suffixes were detected. Grammatical constraints 

were invoked to prevent incompatible suffix sequences from 
being removed. Orthographic features permitted rules to re- 
fer to concepts such as "true consonant" and "vowel-like 
letter." While the best performing algorithm of its time, this 
system was completely correct for only about 65 % of a ran- 
dom selection of words (Hunnicutt, 1980). TM A good frac- 
tion of the errors made by this letter-to-phoneme system 
were stress errors. In fact, Bernstein and Nessly (1981) 
showed that a much simpler set of stress rules described by 
Hill and Nessly (1973) performed about as well as the 
Chomsky-Halle implementation. More recent high-perfor- 
mance letter-to-phoneme rule systems (Bernstein and Ness- 
ly, 1981; Hunnicutt, 1980; Hertz, 1982; Carlson et al., 1982a; 
Church, 1985, Conroy and Vitale, 1986) include improved 
attempts at morphemic decomposition and stress prediction. 
Stress assignment is perhaps the weakest link in all systems 
because an incorrect stress pattern, while perceptually dis- 
ruptive in and of itself, usually also triggers mis-selection of 
vowel qualities. The newer systems not only base stress as- 
signment on factors such as morphological structure and the 
distinction between strong and weak syllables (Chomsky 
and Halle, 1968), but also on presumed part of speech, and 
in some cases, etymology (for a good review, see Church, 
1985). The importance of syntactic categorization is sug- 
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gested by statistics indicating that over 90% of bisyllabic 
nouns have stress on the first syllable, while only about 15 % 
of bisyllabic verbs are stressed on the first syllable (Francis 
and Ku•.era, 1982). 

One issue faced by designers of systems is which to do 
first, stress prediction or phoneme prediction. Another issue 
is whether to essentially work forward or backward through 
the letter string for a word. While no system has to go only 
left to fight, or completely settle stress prediction prior to 
phonemic analysis, there seem to be clear advantages to 
working backwards through the letter string, and to having 
stress information prior to making vowel decisions (Bern- 
stein and Nessly, 1981 ). 

2. Exceptions to the rules 

When evaluating a set of letter-to-phoneme rules, it is 
easy to make up lists of words that fail to be pronounced 
properly. Systematic comparison of the rules against a list of 
frequent words can produce a dictionary of exceptions that, 
if added to the system, will make overall pronunciation per- 
formance much better than for a system that only uses rules. 
The utility of a small exceptions dictionary can be appreciat- 
ed by observing the ability of a small number of most fre- 
quent words to account for a given fraction of words in run- 
ning text (Hunnicutt, 1980). The data are reproduced in 
Fig. 32. They indicate that a small number of words, about 
200, are required to cover half the words occurring in a ran- 
dom text. With a dictionary of 2000 words, over 70% of the 
words in text will be matched and not have to go through 
letter-to-sound rules. However, the law of diminishing re- 
turns begins to take over shortly after this point--if one ex- 
trapolates from the slope of the curve prior to 10 000 
words, •2 as indicated by the dashed line in Fig. 32, it appears 
that to go from 90% to 93% coverage would require about 
an additional 60 000 words! 

ioo I 
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zo 

,.z, 
i 

-• 20 

I 
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O OO O O O O • OO • OOO O O O OO 

CUMULATlVœ NUmaR OF DIFFERENT •ORDS, 
RANKED BY FREOUENCY 

FIG. •2. A on• million wo•d co•us (Kuhara and •ancis, 1%7), contain- 
ing abou• •0 • diff•n• wo•ds, c• b• used •o •sfima• •h• numb• of 
•n•s in a l•xicon n•c•ssa• •o ma•ch a given p•c•n• of wo•ds in a 
•x•, • Hunnicu• (1980). 

Elovitz et al. (1976) and Hertz (1982) embed lists of 
exceptions inside the letter-to-sound rules of their systems 
(such as the observation that the letter "f" is pronounced 
with a voiceless/f/phoneme in all words except "of ") so as 
to ensure getting common words correct, whereas others 
tend to segregate out exceptions as a separate dictionary. 
The best performance for a rule system without exceptions 
dictionary, better than 85% correct when tested on a ran- 
dom sample from a large dictionary, has been obtained by 
the Bernstein rules that are a part of the Speech Plus, Inc. 
Prose-2000 (Groner et al., 1982). Bernstein argues that it is 
possible to design a letter-to-sound algorithm with a very 
simple structure•consisting of one right-to-left pass 
through the letters, starting inside all stress-neutral suffixes. 

A moderate-sized exceptions dictionary can hide the de- 
ficiencies of a weak set of letter-to-sound rules, but at a high 
cost in terms of storage requirements. Based on data shown 
in Fig. 32, Hunnicutt (1980) showed that the size of an ex- 
ceptions dictionary required to get a target fraction of input 
words pronounced correctly in a typical running text is a 
strong function of letter-to-sound rule performance. For ex- 
ample, the 3000-word exceptions dictionary in the Speech 
Plus Prose-2000, coupled with rules that are correct 85% of 
the time, results in an overall system performance of better 
than 97% correct (only 1 word in 33 in a typical text con- 
tains a noticeable phoneme or stress error). On the other 
hand, the first version of DECtalk, employing the Hunnicutt 
(1980) rules with 65% accuracy and a larger 6000-word 
exceptions dictionary, barely reached 95% correct (1 error 
every 20 words). Independent confirmation of this accuracy 
comparison comes from Huggins et al. (1986), who exam- 
ined over 1600 low-frequency polysyllabic words and found 
phonemic mispronunciations in 8.3% for the new Speech 
Plus Calltext system, compared with 12.9% errors for Ver- 
sion 1 of DECtalk. The current DECtalk, Version 3.0, uses a 
new letter-to-sound rule system (Conroy and Vitale, 1986) 
to achieve performance of fewer than 6% errors for this data 
set, according to my evaluation. 

In the future, it is expected that morpheme-based algo- 
rithms (see below) will replace exceptions dictionaries in 
commercial systems because the cost of memory is such that 
the added performance is well worth the expense. Similarly, 
special algorithms for pronunciation of names are likely to 
be incorporated in commercial systems in the near future. 
Special purpose vocabularies, such as a dictionary of medical 
terms, will probably also become available in response to 
market pressures. 
3. Morpl•emic decomposition 

Problems with the pronunciation of compounds such as 
the "th "in "hothouse" and the silent "e" in "houseboat" led 

Lee (1969) to attempt to break each word into morphemes, 
the minimal meaningful unit of language (see, e.g., Bloom- 

jfield, 1933, Chaps. 10, 13-14). Using a dictionary of about 
3000 morphemes, Lee was able to split a word such as 
"houseboats" into "house" plus "boat" plus the plural "-s," 
and to retrieve from storage or predict the pronunciation of 
each piece. Lee developed techniques for recovering the 
proper base form after an affix was removed. The three most 
common problems, which could be handled correct:ly most 
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of the time using morphological decomposition, involved si- 
tuations when the surface form did not contain a silent "e" 

(ohoking-.choke + ing), there had been consonant dou- 
bling (omitted-.omit + ed) or a final "y" had been modi- 
fied (cities-• city + s). Jonathan Allen and Deborah Finkel 
extended these techniques by increasing the morpheme dic- 
tionary to 12 000 items (Allen et al., 1979; Allen et al., 
1987). Morphemes were selected by interactive examination 
of the approximately 50 000 unique words in the Brown cor- 
pus, a sampling of one million words of text (Ku•era and 
Francis, 1967). 13 

Allen et al. (1979) also developed rules for handling 
cases where a word has multiple parses (e.g., "scarci- 
ty" = "scarce + ity" or "scar + city"). One rule, illustrated 
by this example, is that affixing is more likely than com- 
pounding. None of these guidelines is absolute, so in com- 
paring two alternative morphemit decompositions, the 
authors invoked a set of heuristic scoring procedures where- 
by a given morphemit division incurs a scoring penalty de- 
pending on what has happened so far. This scoring algo- 
rithm picks the correct decomposition for "formally" from 
among the set (form + all + y, for + mall + y, form + ally, 
form + al + ly). If, after all of this computation, the word 
was found to be an exception to the parsing heuristics (e.g., 
"been" not pronounced as "be" + "-en"), the whole word 
was added to the morpheme lexicon in unparsed form. TM An 
alternative method for dealing with infiectional suffixes, 
derivational affixes, and compounding is discussed in 
Church ( 1985, p. 251 ). 

Some morphemes are pronounced differently depend- 
ing on the stress pattern of the word and the nature of the 
other morphemes present (note the second "o" of "photo" is 
realized phonemically as/o,o,o/in "photo," "photograph," 
"photography," respectively). The MITalk group developed 
rules to handle some of these cases, and simply added whole 
multimorphemic words to the lexicon if the rule was too 
complex or not sufficiently productive. The morpheme de- 
composition algorithm is able to parse about 98% of the 
words in a typical text, and should have greater accuracy 
than letter-to-phoneme rules. The exact accuracy of the MI- 
Talk morpheme decomposition algorithm was never mea- 
sured, although a cursory glance at a three-paragraph text 
(Allen et al., 1987, pp. 89-92) indicates a few (easily cor- 
rectable) errors and a words-correct rate of only about 95 %. 

One of the advantages of a morpheme lexicon, aside 
'from an ability to divide compound words properly, is that a 
set of 12 000 morphemes can represent well over 100 000 
English words. Thus a very large vocabulary is achieved at 
moderate storage cost. However, the greatest advantage of 
the morpheme lexicon may turn out to be its ability to specify 
parts of speech information to a syntactic analyzer in order 
to improve the prosody of sentences, see below. 

Recent work at Bell Laboratories (Coker, 1985) has 

extended this approach by augmenting the morpheme lexi- 
con to 43 000 morphemes, and adding to the rules for suffix 
and prefix analysis and stress reassignment for the stress- 
shifting suffixes. The algorithm and morpheme lexicon oc- 
cupy about 900 kbytes on a developmental real-time text-to- 
speech board (Olive and Liberman, 1985). 

4. Proper names 

Proper names are a special problem because the rules for 
their pronunciation often depend on which language is as- 
sumed as the underlying origin of the spelling (Liberman, 
1979). The commercial system that performs best at pro- 
nouncing proper names, the newest Speech Plus Calltext 
board, still has an error rate of about 20% in its rule compo- 
nent when confronted with random proper names (Wright 
et al., 1986). Church (1985) has recently proposed a solu- 
tion to this problem that involves statistics on the frequency 
of occurrence of three-letter sequences in each of several lan- 
guages. The first step is to use these statistics to estimate the 
language family of the unknown word. For words of moder- 
ate length, he finds that frequently one or another letter tri- 
ple in the word essentially rules out all but the correct lan- 
guage. The second step is to apply stress and 
letter-to-phoneme rules for the language in question. Perfor- 
mance is claimed to be far superior to that of any system 
restricted to a single set of rules for all proper names. The 
importance of doing proper names by rule is brought out by 
statistical analyses showing that large name dictionaries do 
not solve the problem. An exceptions dictionary containing 
2000 proper names will cover about 50% of the names in a 
random telephone directory, and 6000 proper names will 
cover about 60%. However, adding to the exceptions dictio- 
nary beyond 6000 names is essentially fruitless in that one is 
unable to get beyond an asymptote of about 62% of the 
names in one telephone directory, no matter how many 
names are obtained from another directory (Church, 1985 ). 

C. Syntactic analysis 

Imposition of an appropriate prosodic contour on a sen- 
tence requires at least a partial syntactic analysis. Further- 
more, some pronunciation ambiguities can be resolved from 
syntactic information. For example, there are more than 50 
noun/verb ambiguous words such as "permit" that are pro- 
nounced with stress on the first syllable if a noun, and with 
stress on the second syllable if a verb (see Appendix D in 
Conroy et al., 1986). The only way to pronounce these 
words correctly is to figure out the syntactic structure of an 
input sentence, including the location of the verbs. Proper 
phrasing of moderately long clauses also requires knowledge 
of the locations of phrase boundaries. Thus it would be high- 
ly desirable to include a parser in a text-to-speech system. 

While powerful parsing strategies exist (see, e.g., 
Woods, 1970; Aho and Ullman, 1972; Marcus, 1980; 
Kaplan and Bresnan, 1982), they tend to produce many al- 
ternative parses, even for sentences that seem simple and 
unambiguous. For example, "Time flies like an arrow" is 
multiply ambiguous at a syntactic level; a syntactic analysis 
system would require an immense store of world knowledge 
(semantics/pragmatics) to behave as we do and focus im- 
mediately on the only sensible structural interpretation of 
the sentence. Allen (1976) foresaw this problem and re- 
stricted himself to the goal of selecting the most probable 
local phrase parse of an arbitrary English sentence. Using 
the morpheme decomposition algorithm just described, he 
and Calvin Drake were able to obtain reasonably accurate 
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part-of-speech alternatives for most words of the sentence 
from the morpheme decomposition routine, and assumed 
tentatively that all unanalyzable words were nouns. The syn- 
tactic analysis proceeded left-to-right, attempting to add as 
many words as possible to each phrasal constituent. A 
backup algorithm suggested by Lorinda Cherry at Bell Lab- 
oratories sought possible verbs if it turned out that this pro- 
cess failed to recover a verb, as would be the case when a 
noun/verb ambiguity like "permit "was present in a sentence 
such as "Police permit mopeds." While the performance of 
this parser was never extensively tested, examination of 
some sample texts (Allen et al., 1987, pp. 89-92) suggests 
that it works reasonably well, but produces several inappro- 
priate pauses and pseudopauses at falsely detected boundar- 
ies. 

If a parts-of-speech categorization is not available for 
most words, the simplest parsing strategy would be to use 
function words such as prepositions, conjunctions, and arti- 
cles to find obvious phrase boundaries, leaving the remain- 
ing boundaries undetected. This is the strategy employed in 
the Prose-2000 and in the Infovox SA-101. The Votrax 

Type-n-Talk appears to use only punctuation marks as pars- 
ing cues. 

DECtalk employs not only function words, but also a 
moderate-sized dictionary of verbs that unambiguously indi- 
cates the beginning of a verb phrase (Klatt, 1975a). Detec- 
tion of the beginning of a verb phrase in a long clause permits 
DECtalk to break the intonation contour into two rise-fall 

"hat-pattern" units that help the listener parse the sentence. 
However, it is better to miss a noun-phrase/verb-phrase 
boundary than to insert prosodic boundary gestures (fall- 
rise intonation contour and lengthening of a phrase-final syl- 
lable) at locations where they do not belong. In an earlier 
experimental system that assumed that any word that could 
be a verb was a verb, listeners were distracted and often con- 
fused by extra prosodic boundaries, while the absence of a 
prosodic gesture just sounded like the speaker was talking 
too fast. DECtalk also provides a simple mechanism for a 
user to indicate a phrase boundary when one is missed--the 
[) ] symbol can be inserted between the words in question. 
DECtalk does not try to disambiguate noun/verb ambigu- 
ities; the most frequent pronunciation is given unless the user 
requests the second most frequent pronunciation by attach- 
ing a special symbol to the front of the orthography. 

DECtalk and other text-to-speech systems make a large 
number of syntactic errors that lead to noticeable misphras- 
ings. In the future, syntactic routines will be expected to 
provide better detection of the following: 

ß phrasal constituency--particularly the locations of left- 
branching constituents and non-adjacent sister constitu- 
ents that should probably be marked by prosodic gestures, 

ß internal structure and compounding relations within long 
noun/adjective strings, 

ß when to "pop" from an embedded clause that is not ter- 
minated by a comma, 

ß how to determine the nature of conjoined units on either 

side of a conjunction so as to be able to insert a syntactic 
break when appropriate, 

ß syntactic deletion sites where some sort of prosodic ges- 
ture should be synthesized to indicate the location of the 
missing material (Cooper et al., 1978), 

ß how to detect tags and parenthetical material such as 
"This is the answer, he told us," that are usually said in a 
noninfiected way, 

ß resolution of part-of-speech ambiguity, for ( 1 ) words that 
can be either an unstressed preposition or a stressed verbal 
particle such as "on" in "He takes on hard jobs," (2) in- 
stances where "that" is functioning as a (stressed) de- 
monstrative, e.g., "Iknow (that) THATbook is red" rath- 
er than as an unstressed clause introducer, as in "I know 
that books are red," and (3) instances of compounds that 
are pronounced with reduced stress on the second word, 
such as "He lived in Baker House (this is largely a lexical/ 
semantics problem). 

D. Semantic analysis 

Semantic and pragmatic knowledge is needed to disam- 
biguate sentences like the ones the New Yorker is fond of 
reprinting. For example, in a sentence such as "She hit the 
oM man with the umbrella," there may be a pseudopause (a 
slowing down of speaking rate and a fall-rise in pitch) 
between the words "man" and "with "if the woman held the 

umbrella, but not if the old man did. Similarly, a "rocking 
chair" will have the word "chair" destressed if the combina- 

tion of adjective and noun has been associated by frequent 
use into a single compound-noun entity. Emphasis or con- 
trastive stress may be applied to an important word depend- 
ing on the meaning: "The OLD man sat in a rocker" (not the 
younger man). Finally, words that have lost their impor- 
tance in a dialog, either because of prior occurrence of the 
word or by anaphoric reference, should be destressed. 

No text-to-speech system is capable of dealing automat- 
ically with any of these issues. DECtalk employs the sim- 
plest possible solution by providing the user with an input 
inventory of symbols to facilitate user specification of the 
locations of missing pseudopauses (the [)] symbol), un- 
marked compound words (spell as "rocking-chair"), and 
emphasis (precede the emphasized word by an emphasis 
symbol ["] ). 

It is possible to think of applications where the comput- 
er is not simply attempting to speak ASCII text, but may 
know a great deal about the meaning of the message, perhaps 
having formulated the text from a deep-structure semantic 
representation in, e.g., a data base information retrieval ap- 
plication (Young and Fallside, 1979). In such cases, one 
would want to take advantage of the ability to mark for em- 
phasis important words when forming the input to the text- 
to-speech system. Hirshberg and Pierrehumbert (1986) 
provide an excellent review of the factors influencing the 
intonational structuring of discourse. 

In the future, systems that have available parts-of- 
speech information from a large morpheme lexicon can be 
expected to develop better syntactic analysis routines that 
are particularly suited to the problems of text synthesis. Per- 
haps computer science efforts to produce expert systems will 
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lead to advances in semantic representation that can be 
adapted to text synthesis as well. 

III. HARDWARE IMPLEMENTATION 

A laboratory text-to-speech system, or a development 
system, is best implemented on a large general-purpose digi- 
tal computer. The flexibility and nearly unlimited computa- 
tional resources outweigh disadvantages of non-real-time 
output. However, practical commercial systems must realize 
real-time operation at a reasonable cost/performance trade- 
off, while simultaneously providing additional features such 
as a flexible user interface and telephonics for many com- 
mercial applications. Solutions may require specially de- 
signed chip sets (Gagnon, 1978; Goldhor and Lund, 1983) 
or circuit boards containing off-the-shelf components rich in 
computer power and memory (Groner et al., 1982; Bruckert 
et al., 1983). 

One important design consideration is the sampling rate 
and resultant high-frequency cutoff of the output speech. 
Since many business applications require the telephone, 
some systems limit the frequency response to that of tele- 
phone bandwidthre3.4 kHz, or the 4.0-kHz limit imposed 
by the 8-kHz sampling rate of standard codec digital trans- 
mission of speech (Groner, 1982; Olive and Liberman, 
1985). DECtalk, on the other hand, produces information at 
frequencies up to 5 kHz in order to maximize intelligibility 
over a loudspeaker in, e.g., handicapped applications, such 
as a reading machine for the blind. 

My own experiences may help illustrate hardware is- 
sues. In order to transform the Klattalk software into a real- 

time device, it was necessary for me to find a commercial 
partner with the appropriate skills and deep pockets. Fortu- 
nately, Digital Equipment Corporation was willing to un- 
derwrite the development costs. We signed a license agree- 
ment in 1982 (Klatt, 1987), and a product, DECtalk, .was 
announced some 18 months later (Bruckert et al., 1983). 

The DECtalk hardware, Fig. 33, was capable of imple- 
menting the complete existing Klattalk software; no engi- 
neering compromises were necessary. Software added by Di- 
gital engineers controlled the user interface to a host 
computer. Host computer commands were defined to permit 
initiation or reception of telephone calls, and to permit the 
host to suddenly halt speaking, or to monitor the instant 

when a particular word in a sentence has been spoken. 
The hardware shown in Fig. 33 includes ( 1 ) a Motorola 

MC68000 general purpose digital computer that processes 
text corresponding to one clause at a time, producing a set of 
synthesizer control parameters every 6.4 ms, and (2) a Tex- 
as Instruments TMS-32010 signal processing chip that con- 
verts control parameters to difference equation constants, 
and simulates the digital formant synthesizer in order to pro- 
duce 10 000 12-bit waveform samples per second. Memory 
requirements are modest. The 6000-word exceptions dictio- 
nary places the greatest demands on memory; it occupies 
about half of the read-only memory shown in the figure. 
DECtalk can be controlled,by any computer or by an ordi- 
nary computer terminal since the communication link is via 
a standard RS-232 port. 

The only disappointment was that the price of the origi- 
nal DECtalk system turned out to be about four times our 
early estimate of $1000, and this placed the device outside 
the reach of many potential handicapped users. A recent 
redesign of the main DECtalk board to contain less "inte- 
grated circuit glue" has resulted in the DECtalk 3.0 system 
that is improved in several performance areas and is less 
expensive to manufacture, so there is still hope that an accep- 
table price might be achieved. Board size, about 8 X 10 X 0.7- 
in. sans power and loudspeaker, is now satisfactory for por- 
tability, but lower power consumption is a goal that will have 
to be met in the future. 

Today's technology is such that, I am told, it would be 
possible to put the entire text-to-speech algorithm on a single 
wafer-sized integrated circuit chip. However, this is not like- 
ly to happen until the demand is sufficient to justify chip 
design costs. Instead, it appears that future versions of the 
hardware may move toward greater flexibility by replacing 
all of the read-only memory by RAM that can be down load- 
ed with new code as algorithms are improved. 

IV. PERCEPTUAL EVALUATION OF TEXT-TO-SPEECH 

SYSTEMS 

Text-to-speech systems can be evaluated and compared 
with respect to intelligibility, naturalness, and suitability for 
particular applications. One can measure the intelligibility 
of individual phonemes, words, or words in sentence con- 
text, and one can even estimate listening comprehension and 
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cognitive load, see Table VI. There are only a few studies 
that have attempted quantitative evaluations of text-to- 
speech systems to date; much of the data on the capabilities 
and limitations of the current technology comes from work 
performed at Indiana University by David Pisoni and his 
colleagues (Pisoni et al., 1985). 

A. Intelligibility of isolated words 

The measurement of intelligibility can be performed in 
many different ways. Since consonants have been more diffi- 
cult to synthesize than vowels, the modified rhyme test 
(House et al., 1965) is often used, in which the listener se- 
lects among six familiar words that differ only by an initial 
consonant or a final consonant. This is not a very severe test 
of system performance since the response alternatives may 
exclude a confusion that would be made if a blank answer 

sheet were used, but the test does facilitate rapid presenta- 
tion to naive subjects and automatic scoring of answer 
sheets. •5 If possible, an open response, including perhaps a 
rating of goodness of each item, should be used with such a 
test in order to better determine systematic error patterns 
and deficiencies, especially if there are relatively few errors. 

Logan et al. (1986) evaluated the intelligibility of eight 
text-to-speech systems by presenting listeners with a record- 
ing of the modified rhyme test words. The results are sum- 
marized in Table VII. Also included are comparable data 
obtained earlier with the Haskins text-to-speech system 
(Cooper et al., 1984). Systems are rank ordered according to 
performance. When percent correct is fairly high, a good 
way to compare systems is to use percent error (simply 100 
minus percent correct) because relative changes in percent 
error better reflect the difficulty of comprehension and the 
difficulty of making improvements. The frequency of occur- 
rence of perceptual errors in running text is approximated by 
the reciprocal of the percent error values given in the table. 

TABLE VI. Techniques for evaluating text-to-speech systems. 

INTELLIGIBILITY: Diagnostic rhyme test (Fairbanks, 1958; Voiers, 
1983) 
Modified rhyme test (House et al., 1965) 

Open response rhyme test (Pisoni et al., 1985) 
MRT in noise (Nixon et al., 1985) 

CNC word list (Lehiste and Peterson, 1959) 
CVC nonsense words (Dubno and Levitt, 1981; 

Pols and Olive, 1983) 
CID W-22 word list (Hirsh et al., 1952) 
Goodness ratings for words (Wright, Altom, and 

Olive, 1986) 

CID sentences (Erber, 1979) 
Harvard sentences (Egan, 1948) 
SPIN test (Nakatani and Dukes, 1973; Kalikow et 

al., 1977) 
Haskins anomalous sentences (Nye and Gai- 

tenby, 1974) 

COMPREHENSION: Reading/listening comprehension (Pisoni and 
Hunnicutt, 1980) 

Sentence verification (Manous et al., 1985) 

NATURALNESS: Paired comparisons (IEEE, 1969; Logan and 
Pisoni, 1986) 

Subjective ratings (Nusbaum et al., 1984) 

TABLE VII. Performance of selected text-to-speech systems with respect 
to CVC intelligibility using the modified rhyme test, closed response, after 
Logan et al. (1986) and Cooper et al. (1984). 

Device % correct % error 

Type-n-Talk 73 27 
Infovox 88 12 
MITalk-79 93 7 
Prose-2000 3.0 94 6 
DECtalk 1.8 97 3 

Natural speech 99 1 

Haskins system 93 7 
Natural speech 98 2 

Looked at in this way, the expected rate of perceptual errors 
for DECtalk is about (100%/3%), or one segmental mis- 
perception about every 33 syllables oftekt. The error rate for 
the Prose-2000 is about twice that of DECtalk, while it ap- 
pears that Type-n-Talk is seriously flawed (see also Coch- 
ran, 1986). 

When Logan et al. (1986) ran the same vocabulary used 
in the modified rhyme test, but with open response, the error 
rate went up quite a bit--typically 3 to 4 times the closed- 
response error rate--but the relative rankings of systems did 
not change. Open response, however, had the advantage that 
systematic error tendencies could be detected and (hopeful- 
ly) corrected. For example, DECtalk 1.8 had a problem with 
nasals adjacent to high front vowels--a problem that was 
then corrected in DECtalk 3.0. The test used is perhaps not 
ideal for detection of all likely consonantal confusions be- 
cause the words are not particularly well balanced phoneti- 
cally, and there are no consonant clusters or unstressed syl- 
lables. Other word lists address some of these deficiencies 

(Lehiste and Peterson, 1959; Nusbaum et al., 1984), but 
there is a clear need for better diagnostic instruments in the 
evaluation of text-to-speech systems. 

The intelligibility of several linear prediction based sys- 
tems has been studied by Pols and Olive (1983). They pre- 
sented consonant-vowel-consonant (CVC) nonsense sylla- 
bles to high school students after a brief introduction to 
phonemic representations. The syllables were either ( 1 ) nat- 
ural speech digitized at 10 000 12-bit samples/s, (2) 10-pole 
linear-prediction coded versions of these syllables, or (3) 
syllables synthesized using the Olive (1977) LP diphone 
concatenation scheme. The results are shown in Table VIII. 

This is a very difficult task for naive unpracticed subjects, as 
indicated by the relatively low 93% phoneme recognition 
performance for natural speech. •6 Two points of interest are 
that ( 1 ) linear prediction coded speech can suffer a serious 
reduction in intelligibility, even when there is no effort to 

TABLE VIII. Consonant intelligibility in nonsense syllables encoded in 
various ways (Pols and Olive, 1979). 

Condition % correct Typical errors 

OLIVE (1977) DIPHONE SYNTHESIS 66 
LPC- 10, no quantization 86 

DIGITIZED NATURAL, 5 kHz, 12 bit 93 

voicing, nasality 
b-v-•5,m-n-rj 

f-O,v-•3 
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save bits by quantizing the representation, and thus (2) lin- 
ear-prediction coded speech often gives listeners more favor- 
able impressions of intelligibility and naturalness than are 
warranted by objective measures. 

Based on this critical evaluation, Olive went on to select 
new versions of his diphone inventory, also hand-correcting 
pitch errors, and retested diphone intelligibility iteratively 
until the most recent system exceeds the intelligibility of LP- 
10. Part of the intelligibility increase may be attributed to the 
use of multipulse linear prediction (Atal and Remde, 1982; 
Olive and Liberman, 1985), which makes possible the de- 
tailed modeling of bursts of noise and other syllable-onset 
events. 17 

Wright et al. (1986) discovered that it is possible to 
detect deficiencies in segmental synthesis even when intelli- 
gibility is relatively high, simply by asking subjects to rate 
the subjective goodness of words. Naive listeners hear a 
word and then see a visual presentation of the word, at which 
point they are asked to rate goodness. If the goodness rating 
is low, the computer asks additional questions about the lo- 
cation and type of specific defects. 

In an effort to find a maximally sensitive test for com- 
paring phoneme intelligibility of various systems, Nixon et 
al. (1985) added controlled amounts of background noise to 
synthesized or vocoded MRT word lists, and measured intel- 
ligibility as a function of signal-to-noise level. They found 
that an unidentified "high-performance" text-to-speech sys- 
tem was about six percentage points worse than natural 
speech over a wide range of S/N ratios. Stated in another 
way, under adverse S/N conditions, the synthetic speech 
had to have a 5-dB boost in S/N ratio to be as intelligible as 
natural speech. 18 Of perhaps greater interest are compara- 
tive figures from the Nixon study for 2.4-kbit government- 
standard LPC-10, and 9600-bit CVSD, both of which per- 
formed much worse than the synthetic speech produced by 
this text-to-speech system--both being about 40% less intel- 
ligible than natural speech at high and low S/N ratios. These 
rather surprising results suggest limits to the utility of low- 
bit-rate encoded speech, and suggest that, at least for some 
applications, text-to-speech systems already offer superior 
communicative performance. 

B. Intelligibility of words in sentences 

In comparison with words spoken in isolation, words in 
sentences undergo significant coarticulation across word 
boundaries, phonetic simplifications, reduction of un- 
stressed syllables, and prosodic modifications that, among 
other things, shorten nonfinal syllables and modify the fun- 
damental frequency contour. In order to evaluate the ability 
of text-to-speech systems to realize these transformations, 
tests of word intelligibility in sentence frames have been de- 
vised. The easiest materials, consisting of simple short pre- 
dictable sentences known as the CID sentences (Erber, 
1979), have been used primarily to evaluate abilities of the 
hearing impaired. Another sentence list was devised to mea- 
sure speech intelligibility in noise (Egan, 1948). This list, 
known as the Harvard sentences, is often employed today, in 
spite of its meager syntactic variation and minimal use of 
words with more than two syllables, simply because no bet- 

ter lists have been proposed and calibrated. Pisoni et al. 
(1985) employed a subset of the Harvard Sentences and 
measured the intelligibility of each content word. The results 
are presented in Table IX. The same rank order of systems 
holds as was obtained for isolated words. Also shown in the 

table are data from a Haskins anomalous sentence test (Nye 
and Gaitenby, 1974), consisting of nonsensical word strings 
that were syntactically acceptable-•of the form "The (ad- 
jective) (noun) (verb) the (noun)," e.g., "The old farm 
cost the blood." Again, system rank ordering is the same, but 
differences between systems are somewhat greater, suggest- 
ing that this is a more sensitive test. 

The performance of the Haskins system, as evaluated by 
Ingemann (1978) and reported by Cooper et al. (1984) is 
also shown in the table. The poorer general performance of 
subjects in the Ingemann study on the natural speech control 
may imply that the scores should be boosted slightly before 
comparison with the systems listed above in the table. 

Chial (1985) used the SPIN (speech in noise) test de- 
veloped by Kalikow et al. (1977) and calibrated by Bilger et 
al. (1984) to evaluate the relative performance of several of 
the less expensive text-to-speech systems. Subjects had to 
identify the last word in sentences presented in a background 
babble of several competing voices. Included were the Echo 
II, the Votrax Type-n-Talk that incorporates the SC-01 syn- 
thesis-by-rule chip, and the Votrax Personal Speech System, 
which uses a new version of the chip, the SC-01A. Results, 
shown in Table X, indicate that the new chip has improved 
intelligibility over the SC-01, up from 40% to 65% words 
correct as measured at 0-dB signal-to-babble level. However, 
performance with natural speech at this signal-to-babble lev- 
el is typically about 91% correct (Chial, 1985; Bilger et al., 
1984), so one must conclude that these inexpensive devices 
are still very limited in intelligibility. 

C. Reading comprehension 

Since synthetic speech is less intelligible than natural 
speech, what happens when one tries to understand long 
paragraphs? Do listeners miss important information? Is a 
listener so preoccupied with decoding individual words that 
the message is quickly forgotten? In an attempt to answer 
these questions, Pisoni and Hunnicutt (1980) included a 
standard reading comprehension task in their evaluations. 
Half the subjects read the paragraphs by eye, while the other 
half listened to a text-to-speech system. In a later experi- 
ment, comparison was made with a human voice reading the 

TABLE IX. Performance of selected text-to-speech systems with respect to 
word intelligibility in Harvard test sentences and Haskins anomalous sen- 
tences, after Pisoni et al. (1985) and Cooper et al. (1984). 

Meaningful Anomalous 
Device % correct % correct 

Prose-2000 84 65 

MITalk-79 93 79 

DECtalk 95 87 

Natural speech 99 98 

Haskins system 78 
Natural speech 95 
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TABLE X. Performance of inexpensive text-to-speech systems with respect 
to word intelligibility in the SPIN (speech in noise) test sentences, after 
Chial, 1985. 

Device % correct 

ECHO-II 18 

VOTRAX TYPE-N-TALK 40 

VOTRAX PERSONAL SPEECH SYSTEM 65 

Natural Speech 91 

with a 6% error rate, at least in terms of the average time 
interval between misperceptions in running text. Language 
is sufficiently redundant that these differences in segmental 
intelligibility often appear to be slight, but this is not the case 
when listening to unfamiliar names or difficult material. 
Furthermore, errors are usually the result of deviations of 
synthesizer parameters from values seen in natural speech. 
To the extent that error rate reflects a tendency for mis- 
specification of parameters in general, it is also an indicator 
of how unnatural the speech is likely to sound. 

paragraphs. Results of answering multiple-choice questions 
about the content of the paragraphs are shown in Table XI. 
The text-to-speech systems performed about equally well, 
suggesting that the test is not sensitive enough to compare 
systems, and that the limit on performance is the memory 
capacity of these college students rather than the difficulty of 
comprehending synthetic speech. Pisoni also observed that 
subjects typically got better on the second half of the test 
when listening to synthetic speech, even though there was no 
feedback of correct answers. •9 On the second half, listening 
subjects performed about as well as the readers. 

One might conclude that current text-to-speech systems 
produce quite satisfactory speech since there is no measura- 
ble decrement in listening comprehension after a familiariza- 
tion period. Thus synthetic speech should be a viable method 
of presenting information over an auditory channel in most 
applications. Such conclusions are perhaps premature be- 
cause ( 1 ) similar experiments have not been performed over 
the telephone, or with less-educated subjects, and (2) multi- 
ple-choice tests and recall measures may not be sensitive 
enough to reveal differences in perceptual processing be- 
tween natural and synthetic speech. Pisoni (1982) used a 
reaction-time experiment to show that listeners do indeed 
devote somewhat more time to speech perception when ex- 
posed to synthetic speech as compared with natural speech, 
and Manous et al. (1985) measured a decrement in accuracy 
and speed of response for text-to-speech systems versus nat- 
ural speech using a more sensitive comprehension test in 
which listeners had to immediately respond "true" or 
"false" to each sentence they heard. The capacity of short- 
term memory for earlier items in a list can also be reduced 
when listening to synthetic speech (Luce et al., 1983). 

In summary, studies have shown that there is a wide 
range of performance between text-to-speech systems in 
terms of segmental intelligibility. Measured in terms of error 
rate, a system with a 3% error rate is twice as good as one 

TABLE XI. Performance of several text-to-speech systems with respect to 
listening comprehension (percent of questions about paragraph contents 
that were answered correctly), compared with visual presentation, after Pi- 
soni and Hunnicutt, 1980). 

Device % correct 

Natural speech 68 
MITalk-79 70 

Prose-2000 65 

Visual presentation 77 

(75 % on second half of test) 

D. Naturalness 

Naturalness is a multi-dimensional subjective attribute 
that is not easy to quantify. Any of a large number of possible 
deficiencies can cause synthetic speech to sound unnatural 
to varying degrees. Fortunately, systems can be compared 
for relative subjective naturalness with a high degree of inter- 
subject and test-retest agreement (IEEE, 1969; Munson and 
Karlin, 1962). A standard procedure is to play pairs of test 
sentences synthesized by each system to be compared, and 
obtain judgments of preference (Logan and Pisoni, 1986). 
As long as the sentences being compared are the same, and 
the sentences are played without a long wait in between, 
valid data can be obtained. It is more difficult to compare 
systems that have been heard on different days or with differ- 
ent synthetic materials since extraneous factors can add an 
unpredictable amount of "noise" into listener preference 
judgment data (Nusbaum et al., 1984). 

Naturalness should not be confused with intelligibility. 
Some of the low bit rate linear-prediction systems sound like 
slightly distorted recordings of natural speech (which is 
what they are), and so are judged fairly natural, but they test 
out to have rather poor intelligibility scores (Nixon et al., 
1985). On the other hand, intelligibility and naturalness rat- 
ings of text-to-speech systems appear to be fairly highly cor- 
related. 

E. Suitability for a particular application 

Text-to-speech devices are being introduced in a wide 
range of applications. A sampling of commercial uses ap- 
pears in Table XII. Noncommercial applications are de- 
scribed in Sec. V. These devices are not good enough to fully 
replace a human, but they are likely to be well received by the 
general public if they are part of an application that offers a 
new service, or provides direct access to information stored 
on a computer, or permits easier or cheaper access to a pres- 
ent service because more telephone lines can be handled at a 
given cost. Both intelligibility and naturalness are consid- 
ered important factors to the success of any application, but 
it is interesting to note that one large commercial concern is 
planning an application that will use DECtalk set up to 
speak in a monotone, purposely trying to indicate to the cus- 
tomer that he/she is talking to a smart computer rather than 
to a poor imitation of a human. What is important at this 
early stage in the exposure of the public to synthetic speech is 
to avoid applications that might lead to user frustration and 
generate negative attitudes toward all devices that "talk like 
a computer." For example, intelligibility over the telephone 
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TABLE XII. Selected commercial applications for text-to-speech. 

TEXT-TO-SPEECH BUSINESS APPLICATIONS 

ß Telephone information: e.g., 800 numbers for stock quotations, weather, 
ski conditions, sports scores, museum exhibits/schedules, talking Yellow 
Pages .... (information that is changed frequently, and is available in 
computerized text form) 

ß Remote (on the road) access to computer mail 

ß Catalog ordering by phone, banking by phone (requires keypad or speech 
recognition for input) 

ß Data-base inquiry, especially for unsophisticated users: e.g., sales reps 
can determine status of purchase orders 

ß Generation of cassette recorded instructions for assembly plants, back- 
plane wiring, telephone circuits, etc. (Flanagan et al., 1972) 

ß Telephone access to computerized repair "experts" on, e.g., computers, 
telephone circuits. 

ß Coordination of large numbers of people on the road through a central 
computer information bank 

ß Warning and alarm systems concerning malfunctioning equipment 

ß Talking terminals and training devices (speech is often better than read- 
ing) 

ß Proofreading (catches kinds of typing errors that are often hard to detect 
visually) 

of current text-to-speech systems may not be adequate for 
applications that involve many unfamiliar names (the tele- 
phone itself is somewhat marginal for this purpose, synthesis 
implies a further intelligibility reduction, and relatively 
poorer performance of these systems in converting names to 
phonemes adds additional potential confusion). 

A current limitation for systems using the telephone is 
that the computer cannot listen as well as it can talk. Speech 
recognition technology is lagging behind synthesis capabili- 
ties. Presently, any user responses must be entered by tele- 
phone key pad commands, and not all telephones are push- 
button phones. Speaker-independent connected digit 
recognition systems are now being demonstrated in the labo- 
ratory with better than 98% string recognition accuracy 
(Bush and Kopek, 1986); perhaps this technology will be- 
come commercially available soon. 

Eventually, text-to-speech systems will compete with 
products now used to produce canned messages from wave- 
form-coding chips. Currently, such waveform encoding sys- 
tems are thought to produce far more natural speech (due to 
natural timing, intonation, and voice quality obtained from a 
human utterance), even though measured intelligibility is 
significantly lower than for the better text-to-speech systems 
(Nixon et al., 1985). If text-to-speech systems can be in- 
creased in naturalness even slightly, the advantages in terms 
of ease of message assembly can easily outweigh the cost 
advantage accruing to the waveform coder for many applica- 
tions. 

V. SPECIAL APPLICATIONS 

Text-to-speech systems are beginning to be applied in 
many ways, including aids for the handicapped, medical 
aids, and teaching aids. This brief section is included in the 
hope of stimulating additional humanitarian applications 

for this new technology. It is an unfortunate fact of life in the 
United States that funds for transfer of this technology to the 
handicapped are scarce, and funds to actually purchase de- 
vices for individuals are virtually nonexistent. We depend on 
the success of text-to-speech systems in the commercial mar- 
ketplace to lead to less costly portable low-power devices 
that, through the good will of industry, may be made avail- 
able at special discounts for the handicapped. 2ø 

A. Talking aids for the vocally handicapped 

The first kind of aid to be considered is a talking aid for 
the vocally handicapped. There are over 1.5 million non- 
speaking persons in the USA, excluding the deaf, according 
to a survey made by the American Speech and Hearing Asso- 
ciation (ASHA, 1981 ). Any person in this group who can 
point at some kind of a communication board or use a type- 
writer keyboard is a potential user of a communication aid 
that involves conversion of text to speech. A continually up- 
dated listing of communication aids for the nonvocal is 
maintained by the Trace Center of the University of Wiscon- 
sin (Vanderheiden, 1978, 1985); see also the quarterly publi- 
cation Communication Outlook ( Portnoy, 1979-present) 
and Bernstein (in press). 

A potential advantage of DECtalk in this application is 
the possibility of fitting the voice characteristics to the user, 
particularly the advantage of giving women a femalelike 
voice and children a childlike voice. Prior to the availability 
ofDECtalk, a 16-year old girl in Arizona who was injured in 
an automobile accident refused to use a talking aid because it 
made her sound masculine. On the other hand, some young 
cerebral palsy children seem to enjoy having a robotlike 
monotone voice speak for them when among their peers in a 
classroom setting. 

Warrick et al. (1977) identify a number of capabilities 
that would facilitate wider use of talking aids: ( 1 ) natural 
distinguishable voices for each child in a classroom, (2) abi- 
lity to express emphasis and attitude, (3) lighter weight and 
more portable configurations, (4) predictive type-ahead or 
other methods for speeding text specification. As pointed 
out by Bernstein (1986), natural voices are distinguished 
from one another by many types of cues that not only signal 
gender, but also approximate size, age, and regional accent. 
Current synthesis algorithms modify vocal tract size and la- 
ryngeal waveform to distinguish among a small set of speak- 
ers, but do not include capabilities to modify dialect, timing, 
intonation, allophonic selection, or phonetic realization. Us- 
ers of talking aids can be frustrated by an inability to convey 
emotions such as urgency or friendliness by voice. Every- 
thing comes out in a sort of semantically neutral way, al- 
though some systems provide an ability to emphasize select- 
ed words. 

The vocally handicapped present a wide range of motor 
difficulties that requires ingenious solutions to permit text 
creation. One method for speeding up text input is to use a 
predictive input system that always displays the most fre- 
quent English word for any typed word fragment, and the 
user can hit a special key to accept the prediction (Hunni- 
cutt, 1985). Another alternative, similar in some ways to 
shorthand, is the Bliss symbol system (Carlson et al., 1982b; 
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Hunnicutt, 1984). Each symbol stands for a common word. 
The authors found that Bliss symbols seem to be a good way 
to get nonvocal children started on language production, but 
a switch to normal orthography seems desirable later. 

Vocal communication difficulties are fairly common 
when many prelingual deaf try to communicate with a hear- 
ing individual who is unfamiliar with the speech of the deaf. 
Bernstein et al. (1984) have designed a telephone communi- 
cation system to overcome this problem. A deaf person can 
speak utilizing a Speech Plus text-to-speech board, and can 
"listen" by viewing the output of a large-vocabulary isolat- 
ed-word speech recognition device. Preliminary data sug- 
gest that the performance of the recognition system in cur- 
rent use is marginal, but still good enough to be useful; future 
improvements could make such systems more attractive. An 
important issue is how to format the recognition alterna- 
tives, e.g., phonemes or a word hypothesis lattice (Huggins 
et al., 1986). 

B. Training aids 

In one sense, a talking aid is by default a language train- 
ing aid because it promotes practice and elicits direct feed- 
back. This is one reason why it would be advantageous to get 
more talking aids to nonvocal children as early as possible in 
their school career. Experience suggests that this kind of 
device will also promote correct spelling and syntax (Carl- 
son et al., 1980). The inherent attraction of computer de- 
vices may mean that the approach could also be used with 
normal children for initial reading instruction. 

A novel and quite successful application of text-to- 
speech is in the area of training dyslexic children to read. 
Dyslexia is a self-perpetuating difficulty because it is embar- 
rassing to be helped by a teacher or friend, and it is nearly 
impossible to practice reading without help. Now several 
research groups have devised computer systems that permit 
unsupervised reading practice (Atkinson, 1972; Olson et al., 
1985). For example, the system being developed at the Uni- 
versity of Colorado-Boulder (Olson et al., 1985), uses a 
computer display screen, a mouse pointer, and a DECtalk 
text-to-speech system to read unfamiliar words or sound 
them out syllable by syllable. 

Training aids need not be restricted to handicapped in- 
dividuals (Sherwood, 1981 ). It is well known that speech 
has measurable advantages over reading and writing in 
many cognitive situations (Ochsman and Chapanis, 1974). 
For example, Suppes ( 1979, 1981 ) devised a computerized 
course for teaching algebra, and showed that providing some 
of the interactions via spoken responses resulted in better 
learning performance than visual presentation of all com- 
puter responses. Nakatani et al. (1986) provide spoken tu- 
toting in the use of a text editor, noting that otherwise the 
student must constantly switch attention between the behav- 
ior of the editor and any tutorial information provided at the 
bottom of the screen. Tutorials of this sort can be made to 

have quite natural intonation and phrasing by proper anno- 
tation of the tutorial text (Hirshberg and Pierrehumbert, 
1986). 

C. Reading aids for the blind 

Another application area is the development of reading 
aids for the blind. According to a survey by the National 
Center for Health Statistics (NCHS, 1977), approximately 
1.4 million Americans are so severely visually impaired that 
they are unable to read ordinary news print, even with 
glasses. Machines that can scan printed material and pro- 
duce speech would be of great help to this community. Ulti- 
mately, the goal is personal reading machines, although the 
current cost of the best performing machine, Kurzweil's, at a 
price of over $30 000, is far from this objective. 

With the advent of computer typesetting, and the large 
text data bases available to computer users, it may not be 
necessary for a blind person to obtain a high-cost text reader. 
In some cases, connecting a text-to-speech system to a per- 
sonal computer that is interfaced to a large network may 
serve many information gathering needs. One interesting pi- 
lot project in Sweden uses an FM overnight broadcast to 
load the day's newspaper into a blind person's personal com- 
puter, and has indexing programs to permit scanning of top- 
ics, using the Infovox SA- 101 text-to-speech system (Carl- 
son et al., 1976; Carlson et al., 1981 ). 

Other efforts in this area have been concerned with 

timely production of talking books for the blind. Currently, 
most cassette recordings of books for the blind are produced 
by Recording for the Blind in Princeton, New Jersey. They 
use volunteer readers, and find that it takes up to 6 months 
after an order is placed to produce an audio copy of a typical 
textbookmprimarily because of the problems inherent in co- 
ordinating volunteer efforts when so many hours of speech 
are to be produced. There are two possible ways to speed up 
the delivery of textbook orders. A text-to-speech system can 
work day and night to produce audio cassette tapes, or the 
text could be placed on a disk for a personal computer--in 
which case a blind person having a personal text-to-speech 
system could listen to the book and potentially be able to 
skim and scan over the book much more efficiently than is 
presently possible. An adjustable speaking rate, in conjunc- 
tion with a computerized index or other method of content 
addressing could make reading almost as easy as the brows- 
ing we take for granted when we pick up a book (example 36 
of the Appendix). 

Another application is in the area of aids in the work- 
place. Of the 1.4 million visually impaired, many are elderly. 
However, 37 000 are children below 18, and 360 000 are be- 
tween 18 and 64. Of these, about 106 000 are employed, ac- 
cording to the National Center for Health Statistics. Those 
blind individuals who work in an office environment could 

increase their productivity and become less dependent on a 
sighted co-worker if some sort of "talking text editor" com- 
puter system were available. Currently available systems are 
reviewed in Aids and Appliances Review (McGillivray, 
1983). 

D. Medical applications 

Most medical applications are no different from other 
business applications, in that large health maintenance or- 
ganizations employ centralized computer-based records on 
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patients that have to be accessed by phone when a doctor is 
not near a computer terminal. Attempts to use text-to- 
speech capabilities in novel ways have led to a computer 
system that tracks compliance in an experimental hyperten- 
sion treatment program at Boston University Medical Cen- 
ter (Friedman, private communication). The computer 
calls each patient every day, and uses DECtalk to ask 
whether medication has been taken and whether any adverse 
side effects have occurred. The computer then calls a doctor 
if the patient's telephone keypad response indicates a prob- 
lem. 

Another potential application is an expert system for 
medical consultation between a doctor and a computerized 
data base. Those involved in artificial intelligence research 
have begun to amass large data bases on relations between 
symptoms and diseases. They hope ultimately to be able to 
reason logically, suggest additional tests, and deduce disease 
as well as the average practitionerstaking advantage of the 
superb memory Capabilities of computers in order to consid- 
er rare clusters of symptoms that many doctors have not 
encountered in their practice. Text-to-speech telephone ac- 
cess could make such systems widely accessible and inexpen- 
sive. 

VI. CONCLUSIONS 

Text-to-speech conversion is a new technology with a 
rapidly changing set of capabilities and potential applica- 
tions. The best of the current systems are quite intelligible, 
but suffer from a number of deficiencies that are often 

grouped under the catch-all term "lack of naturalness." In 
this article, we have identified many areas where rules and 
table values can be incrementally improved in the future to 
achieve more natural and more intelligible speech output 
from text-to-speech systems. As a consequence, these sys- 
tems should become more acceptable to a wide range of us- 
ers. 

We have also identified several more basic problems 
that impede progress in certain areas of the text-to-speech 
conversion process (and also impact adversely on progress 
in other areas of speech science and technology). The first 
has to do with fitting spectral data obtained from female 
voices into the framework of current formant synthesizer 
models. For breathy vowels, the fit is not particularly good 
(recall Fig. 13), and it appears that some of the spectral 
deviations caused by tracheal coupling have perceptual im- 
portance. 

It may be worthwhile to speculate on ways in which this 
problem might be resolved. Ideally, a new formant synthe- 
sizer model will be suggested that is slightly more complex, 
but still practical to implement. For example, an extra pole, 
or pole-zero pair might be made available to match extra 
spectral prominences that are observed. In this scenario, a 
way will be found to relate speech data from female voices to 
model parameters, so that a data collection effort will result 
in effective rules for controlling the new synthesizer model. 

I suspect that the solution will not be that simple. If true, 
we may have to wait for speech science to provide better 
answers to some basic questions. The first point to note is 
that the acoustic theory of speech production, whether sim- 

plified or made complex by the introduction of better models 
of the larynx, trachea, and source-filter interactions, is not 
intended to be a model of the parameters directly controlled 
when we speak, nor of the parameters directly involved in 
the perceptual decoding of speech. The theory is a descrip- 
tion of the acoustic behavior of a mechanical system. There- 
fore, efforts to relate observed spectral data from real female 
talkers to formant frequencies and other acoustic param- 
eters of the theory have no a priori reason to succeed, and 
actually stand a good chance of failure, in part because there 
are too many model parameters compared with available 
spectral details (especially for talkers with high fundamen- 
tal frequencies). Are we in a situation where it is possible to 
collect spectral data, yet be unable to relate it unambiguous- 
ly to the underlying generation process, or to the processes of 
speech perception or articulation? 

If this characterizes the present state of speech science, 
and I think it does, then the real bottleneck is the absence of a 
satisfactory perceptual theory to account for listeners' be- 
havior in terms of observable spectral or waveform details. 
That we are far from such a theory is obvious, but how to go 
about attaining one is less clear. Attempts to mimic the steps 
believed to occur during the encoding stages of peripheral 
auditory processing are attractive as a first step, but it is 
unlikely that this encoding alone will be able to explain all of 
the fundamental perceptual skills that come naturally to hu- 
mans, but not to speech recognition devices. Even the sim- 
plest of objectives, such as being able to categorize static 
critical-band spectra of vowels on the basis of a distance met- 
ric (Bladon and Lindblom, 1981 ), or to relate pairs of vowel 
spectra in terms of phonetic similarity (Klatt, 1982c), are 
well beyond our capabilities and understanding. Figure 34 
shows pairs of critical-band spectra of vowels similar to/a/ 
that illustrate some of the difficulties encountered by a Eu- 
clidean metric. Spectral changes that affect peak locations 
are phonetically more important than other changes, even 
for low-pitched male voices synthesized to conform to the 
all-pole model of the vocal tract transfer function. But efforts 
to interpret critical-band spectra in terms of peak locations 
are thwarted in higher-pitched voices because individual 
harmonics are resolved, and breathy vowels introduce unex- 
pected extra peaks. So long as we cannot always interpret 
spectral data from high-pitched voices in terms of formant 
parameters, or characterize the perceptual implications of 
spectral details, it is very likely that a synthetic female voice 
will remain an elusive goal, as may some aspects of the per- 
ceived naturalness of all male and female voices created by 
rules. 

The second set of fundamental problems that we have 
identified arises when contemplating the creation of "natu- 
ral" rule systems that manipulate articulatory structures. 
Where are the data that might facilitate creation of realistic 
models and model behavior? The acoustic consequences of 
any articulation depend on the cross-sectional area of the 
tube that is formed, and precision of specification is most 
important in locations of narrow constrictions. However, x- 
ray data, which are sparse, give only rough outlines in two 
dimensions, from which cross-sectional area must be in- 
ferred. And x-ray data do not characterize the masses and 
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FIG. 34. Critical-band spectra of pairs of vowels that differ in terms of formant frequency location, formant bandwidth, or spectral tilt. Euclidean distance 
between solid and dotted curves does not reflect phonetic similarity between vowel pairs: An F2 increase creates a large change in judged phonetic difference, 
a B2 change is hard to hear at all, and a spectral tilt change is very audible, but does not affect judged phonetic similarity. Locations of energy concentrations 
seem to be of prime importance for phonetic categorization, but this hypothesis is difficult to maintain for high-pitched breathy vowels, see text. 

degrees of freedom of the component articulators that make 
up the speech production system, nor the control constraints 
and strategies. There are a large number of researchers ac- 
tive in this area who make use of a wide range of devices to 
measure mechanical motions of individual articulators, and 
even EMG signals in individual muscles, but few if any of 
these scientists are pursuing a goal directly related to the 
assembly of synthesis rules for English syllables and sen- 
tences. Theorizing on the potential advantages of articula- 
tory models in linguistics is another active area, but until 
such time as feature implementation rules become the cen- 
tral focus of effort (Goldstein and Browman, 1986), result- 
ing in models detailed enough to reveal the immensity of the 
control problem, such theorizing is of marginal value to us. 
In summary, it seems that the study of basic processes of 
speech production and speech perception is crucial to prog- 
ress, but is only in its infancy. Support of these activities will 
ultimately provide us with new insights and technical abili- 
ties. In the other direction, text-to-speech conversion is an 
excellent focus for sharpening the questions asked in basic 
research. 

Let me quickly enumerate those areas where improve- 
ment in text-to-speech system performance is possible and 
reasonably straightforward. In all of the current systems, 
text analysis errors of many sorts are still possible. Deficien- 
cies which have been identified in this article are summar- 

ized in Table XIII. The formatting routines may not be 
primed to deal with unusual letter or number strings. The 
word pronunciation routines have a certain probability of 
error in dealing with unfamiliar words, and this error rate 
tends to go up when dealing with foreign words and proper 
names. The syntax analysis routines may not be able to prop- 
erly derive phrase structure for some sentences, or they may 
be unable to choose between two alternative pronunciations 
of an ambiguous orthographic word. These errors of text 
analysis are moderately frequent, occurring in as many as a 
third of the sentences of running text. Incremental improve- 
ments to formatting routines, augmentations to ever larger 
morpheme dictionaries (Coker, 1985 ), and additional pars- 
ing heuristics should lead to improved performance in this 

area. On the other hand, high performance syntactic analy- 
sis may turn out to require semantic knowledge, which 
would imply very large data structures and programs that 
may not be available for some time. 

The problems remaining in the synthesis algorithms of 
text-to-speech systems are also listed in Table XIII. If one 
makes a spectrogram of a sentence produced by a text-to- 
speech system, and compares it with a sentence read by the 
person whose speech formed the basis for system develop- 
ment, it is easy to see ways in which the two acoustic patterns 

TABLE XIII. Research issues for improving text-to-speech systems. 

TEXT ANALYSIS 

Text formatting 
ß programming what readers know about standard formats and abbre- 

viations 

Syntax/semantics 
ß syntactic analysis specifically for text-to-speech 
ß bootstrapping semantic information 

Phoneme/stress t•rediction 
ß large-scale morphemic decomposition 
ß proper names 

SYNTHESIS 

Prosodics 

ß new systems of rules forfo control, improved duration rules 
ß mechanisms for getting variety into the rules 

Phonology 
ß additional details concerning sentence-level phonetic recoding 

,4 coustic-t• ho n e tics 
ß segmental intelligibility 
ß detailed cues that may contribute to naturalness 

Voice quality 
ß voicing source and tracheal coupling characterization for female 

voices 

ß source control as a function of time 

APPLICATIONS 

Technology transfer 
ß getting this technology into aids for the handicapped 
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differ. It is less easy to tell whether individual differences are 
perceptually important, but if one has some idea of discrimi- 
nation limits, the perceptual salience of various speech cues, 
and the articulatory basis of acoustic discrepancies, then 
good guesses can be made as to the specific rules needed in 
the future. In this sense, all of the systems are amenable to 
incremental improvements so long as their designers have 
sufficient patience to follow this cookbook method of uncov- 
ering acoustic deficiencies. 

Part of this process might even be automated. Holmes 
(1984) describes an effort to automatically time align a sen- 
tence with its synthetic imitation produced by rule, and then 
incrementally adjust formant frequency table values in the 
Holmes et al. (1964) rule program until natural and synthet- 
ic utterances are maximally similar. If the rules are correctly 
formulated and complete, such optimization procedures 
should result in improved imitations of other sentences as 
well. However, before such optimization efforts realize their 
full potential, many additional rules appear to be needed at 
the segmental level, e.g., to derive nuances of vowel quality 
change as a function of stress and phonetic environment. In 
the absence of a correct rule framework, automatic training 
will simply fail to converge, no matter how much data are 
supplied. 

Text-to-speech programs and research may begin to 
have an influence on the way phonologists and phoneticians 
view phonetics and phonemic theory. These linguists have 
traditionally been reluctant to ascribe psychological reality 
to the phoneme, preferring to rely on distributional proper- 
ties of observed sounds as a basis for theorizing (see Fry, 
1974 for a good review). To the extent that speech genera- 
tion programs begin to look like models of human behavior, 
their representations of language processes and units may 
become the cornerstones of new linguistic theories. If a syn- 
thesis-by-rule program can attract theoretical linguists to 
the problems inherent in specification of feature implemen- 
tation rules, and thereby better couple their insights to the 
problem of allophonic variation, acoustic-phonetic detail, 
and timing of phonetic events, it is possible that real progress 
can be made in both engineering and linguistics. At the very 
least, it can be expected that these programs, in modifiable 
form, will become a part of the experimental facilities of 
modern phonetics laboratories, and will influence future 
generations of students in ways that are hard to predict. 

In a similar vein, it is difficult to estimate the impact on 
the general public of computers that speak and listen. Talk- 
ing machines may be just a passing fad, but the potential for 
new and powerful services is so great that this technology 
could have far reaching consequences, not only on the nature 
of normal information collection and transfer, but also on 
our attitudes toward the distinction between man and com- 

puter. 
It is sometimes said that speech synthesis is not only 

easier than automatic speech recognition, but also that the 
field is so mature that the remaining problems are minor and 
scientifically uninteresting. I hope that this review has tend- 
ed to dispel this view by pointing to specific areas where basic 
knowledge is lacking, and significant progress can still be 
made. 
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APPENDIX: DEMONSTRATION 

The enclosed 33 «-rpm recording contains illustrations 
of som• of the milestones in the development of systems for 
text-to-speech conversion. For convenience in locating and 
listening to examples as they are described in the text, it may 
be desirable to transfer the recording onto a cassette tape. 
The assistance of H. David Maxey, Michael Hecker, John 
Holmes, Patrick Nye, Joe Olive, and James Flanagan in as- 
sembling these materials is gratefully acknowledged. My 
thanks also go to Kenneth Stevens, who served as narrator. 

The record has been inserted inside the back cover of this 
issue. 

Part A: Development of speech synthesizers 

The objective of early research on speech synthesis was 
to test whether the synthesizer design is capable of high- 
quality imitations of human voices. 
1. The VODER of Homer Dudley, 1939. 

Dudley of AT&T Bell Laboratories designed a speech 
synthesizer known as the "Voder" (Dudley et al., 1939). It 
was demonstrated at the 1939 World's Fair in New York. 

2. The Pattern Playback designed by Franklin Cooper, 
1951. 

The Haskins Laboratories Pattern Playback (Cooper et 
al., 1951) was designed to permit converting back into 
sound the patterns observed on broadband sound spectro- 
grams. 

3. PAT, the "Parametric Artificial Talker" of Walter Law- 
renee, 1953. 

Lawrence (1953) of the Signals Research and Develop- 
ment Establishment, Christchurch, England, designed the 
"PAT" ("Parametric Artificial Talker") parallel formant 
synthesizer. It was first demonstrated at a conference in 
London in 1952. 

4. The "OVE" cascade formant synthesizer of Gunnar Fant, 
1953. 

Fant (1953) of the Royal Institute of Technology in 
Stockholm, Sweden designed a cascade formant synthesizer 
("aVE I"). It was demonstrated at the same London con- 
ference in 1952. 

5. Copying a natural sentence using Walter Lawrence's PAT 
formant synthesizer, 1962. 

Tony Anthony and Walter Lawrence attempted to 
match a natural recording using an updated version of PAT 
(Anthony and Lawrence, 1962). Demonstrated at the 1962 
Stockholm Speech Communication Conference. Compare 
with the aVE II version of the same utterance, next. 
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6. Copying the same sentence using the second generation of 
Gunnar Fant's OVE cascade formant synthesizer, 1962. 

Gunnar Fant attempted to match a natural recording 
using OVE II (Fant and Martony, 1962). Demonstrated at 
the 1962 Stockholm Speech Communication Conference. 
Compare with the PAT version of the same utterance, 
above. 

7. Comparison of synthesis and a natural sentence, using 
OVE II, by John Holmes, 1961. 

Holmes ( 1961 ) of the Joint Speech Unit of the British 
Post Office used the OVE II synthesizer to generate a close 
copy of a natural sentence. 
8. Comparison of synthesis and a natural sentence, John 
Holmes using his parallel formant synthesizer, 1973. 

Holmes did essentially the same thing in 1973, using a 
more complex parallel formant synthesizer of his own design 
(Holmes, 1973). Demonstrated at the 1972 IEEE Confer- 
ence on Speech Communication and Processing, Boston. 
9. Attempt to scale the DECtalk male voice to make it sound 
female. 

The DECtalk "Perfect Paul" male voice has been modi- 

fied by scalingfo by a factor of 1.7 (ap - 204, pr -- 170), by 
scaling all formant frequencies by a factor of 0.85 (hs - 85) 
and removing the fifth formant (f5 --- 2500, b5 - 2048), by 
increasing the open quotient of the glottal waveform using 
the "richness" variable (ri - 0), and by decreasing the out- 
put level slightly to avoid overloads (lo - 81 ). These mani- 
pulations are not sufficient to turn Paul into a convincing 
female speaker, 
10. Comparison of synthesis and a natural sentence, female 
voice, Dennis Klatt, 1986b. 

A synthetic copy of a female speaker producing (1) a 
sentence and (2) an utterance in which each syllable of 
"Steve eats candy cane" is replaced by [ •a] is compared with 
the original recording (Klatt, 1986b). 
11. The DAVO articulatory synthesizer developed by 
George Rosen at M.I.T., 1958. 

The DAVO ("Dynamic Analog of the VOcal tract") 
circuit designed by Rosen (1958) at M.I.T., augmented by a 
nasal tract designed by Hecker (1962), was controlled by a 
tape recording of control signals created by hand by Ken- 
neth Stevens and Arthur House. The demonstration oc- 

curred at the fall meeting of the Acoustical Society of Amer- 
ica in 1961. 

12. Sentences produced by an artieulatory model, James 
Flanagan and Kenzo Ishizaka, 1976. 

Flanagan and Ishizaka (1976) of the AT&T Bell Tele- 
phone Laboratories used an articulatory synthesizer to gen- 
erate two sentences, using control data derived from the 
Coker et al. (1973) text-to-speech system. A two-mass mod- 
el of the vocal cords was employed, and turbulence noise was 
injected automatically whenever the Reynolds number be- 
came large at the larynx, or at a constricted section of the 
vocal tract. 

13. Linear-prediction analysis and resynthesis of speech at a 
low-bit rate in the Texas Instruments Speak-'n-Spell toy, 
Richard Wiggins, 1980. 

Wiggins (1980) designed a low-cost linear-prediction 
synthesis chip to take advantage of the ability of linear pre- 

diction to represent critical spectral and temporal aspects of 
speech waveforms efficiently. 
14. Comparison of synthesis and a natural recording, auto- 
marie analysis-resynthesis using multipulse linear predic- 
tion, Bishnu Atal, 1982. 

Atal of the AT&T Bell Laboratories demonstrated a 

new formulation of linear prediction, known as multipulse 
LPC (Atal and Remde, 1982) at the 1982 Paris ICASSP. 

Part B: Segmental synthesis by rule 

The. first synthesis-by-rule programs concentrated on 
the development of rules for phonemic synthesis, and did not 
include rules for the automatic specification of phoneme du- 
rations and fundamental frequency. Since prosody was 
specified by hand to match a natural recording, these dem- 
onstrations sound significantly better than they would if all 
information had been derived by rule. 
15. Creation of a sentence from rules in tlie head of Pierre 

Delattre, using the Haskins Pattern Playback, 1959. 
A stylized spectrogram of the desired sentence was 

painted on a transparant plastic plate by Pierre Delattre, and 
then played by the Haskins Pattern Playback. 
16. Output from the first computer-based phonemic synthe- 
sis-by-rule program, created by John Kelly and Louis Gerst- 
man, 1961. 

Kelly and Gerstman (1961, 1962) of the AT&T Bell 
Laboratories demonstrated the first phonemic synthesis-by- 
rule program in 1961 at a meeting of the Acoustical Society 
of America. 

17. Elegent rule program for British English by John 
Holmes, Ignatius Mattingly, and John Shearme, 1964. 

Holmes et al. (1964) of the Joint Speech Research Unit 
in England demonstrated an impressive phonemic synthesis- 
by-rule program for British English at the fall meeting of the 
Acoustical Society of America in Ann Arbor, 1963. 
18. Formant synthesis using diphone concatenation, by Rex 
Dixon and David Maxey, 1968. 

Dixon and Maxey (1968) of IBM at Research Triangle 
Park demonstrated a diphone concatenation method for 
construction of control parameter time functions for a for- 
mant synthesizer at the 1967 M.I.T. Conference on Speech 
Communication and Processing. 
19. Rules to control a 1ow-dimensionality articulatory mod- 
el, by Cecil Coker, 1968. 

Coker (1968) of AT&T Bell Laboratories created a 
method of generating speech from an articulatory model. 
The system was demonstrated at the 1967 M.I.T. Confer- 
ence on Speech Communication and Processing. 

Part C: Synthesis by rule of segments and sentence 
prosody 

The next synthesis-by-rule programs include a complete 
set of rules for going from phonemes, stress marks, and some 
syntactic information to an output speech waveform. 
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20. First prosodic synthesis by rule, by Ignatius Mattingly, 
1968. 

The synthesis-by-rule program of Mattingly (1966; 
1968) of the Haskins Laboratories was demonstrated to ac- 
company his Ph.D. thesis. 
21. Sentence-level phonology incorporated in rules by Den- 
nis Klatt, 1976. 

Klatt (1976b) of the M.I.T. Speech Communication 
Group created a phonological component to generate seg- 
mental durations and a fundamental frequency contour, as 
well as sentence-level a11ophonic variation, from a phonemic 
input augmented with stress and syntactic symbols. 
22. Concatenation of linear-prediction diphones, by Joe Ol- 
ive, 1977. 

Olive (1977) of AT&T Be11 Laboratories controlled a 
linear-prediction synthesizer from stored reflection coeffi- 
cients for a set of diphones. The system was demonstrated at 
ICASSP-77. The recording is from about 1980, and includes 
prosodic rules provided by Liberman and Pierrehumbert. 

23. Concatenation of linear-prediction demisyllables, by 
Cathrine Browman, 1980. 

A synthesis-by-rule program with prosodic rules, called 
Lingua, was designed by Browman (1980) of AT&T Be11 
Laboratories, using the demisyllable inventory collected by 
Fujimura and Lovins (1978). Demonstrated at ICASSP-80. 

Part D: Fully automatic text-to-speech conversion 

24. The first full text-to-speech system, done in Japan by 
Noriko Umeda et al., 1968. 

The first demonstrated text-to-speech system for Eng- 
lish was created by Umeda et al. (1968) of the Electrotechni- 
cal Laboratory in Japan, and was based on an articulatory 
model. It included a syntactic analysis module with sophisti- 
cated heuristics. Demonstrated at the 6th International 

Congress on Acoustics, in Tokyo in 1968. 
25. The first Bell Laboratories text-to-speech system, by 
Cecil Coker, Noriko Umeda, and Cathrine Browman, 1973. 

Coker et al. (1973) of AT&T Be11 Laboratories demon- 
strated a text-to-speech program based on the Coker (1967) 
articulatory model. The system was demonstrated at the 
1972 International Conference of Speech Communication 
and Processing in Boston. 
26. The Haskins Laboratories text-to-speech system, 1973. 

The Haskins Laboratories text-to-speech system (Coo- 
per et al., 1973) used the Mattingly (1968) phoneme-to- 
speech rules coupled with a large dictionary. 
27. The Kurzweil reading machine for the blind, Raymond 
Kurzweil, 1976. 

Kurzweil (1976) began selling a reading machine with 
an optical scanner in the late 1970s. The system was demon- 
stratcd on the CBS evening news. 
28. The inexpensive Votrax Type-n-Talk system, by Ri- 
chard Gagnon, 1978. 

The Votrax low-cost Type-n-Talk text-to-speech system 
combines a single-chip synthesis-by-rule program and for- 
mant synthesizer (Gagnon, 1978) with a version of the Elo- 

vitz et al. (1976) letter-to-sound rules. It was demonstrated 
at the 1978 ICASSP Conference. 

29. The Echo low-cost diphone concatenation system, about 
1982. 

The Echo low-cost text-to-speech system concatenates 
linear-prediction diphones using the Texas Instrument's 
TMS-5220 linear prediction synthesizer chip. 
30. The M.I.T. MITalk system, by Jonathan Allen, Sheri 
Hunnicutt, and Dennis Klatt, 1979. 

The MITalk-79 laboratory text-to-speech system, de- 
veloped at the Massachusetts Institute of Technology by Al- 
len et al. ( 1979, 1987) and many others. The system was 
demonstrated in its final form at the 1979 meeting of the 
Acoustical Society of America in Boston. 
31. The multi-language Infovox system, by Rolf Carlson, 
Bjorn Granstr/im, and Sheri Hunnicutt, 1982. 

The Infovox commercial text-to-speech system 
(Magnesson et al., 1984) is an implementation of the Carl- 
son et al. (1982a) multilanguage system that was developed 
at the Royal Institute of Technology in Stockholm by Rolf 
Carlson et al. Versions of the system were demonstrated in 
1976 and 1982 at ICASSP conferences. ' 

32. The Speech Plus Inc. "Prose-2000" commercial system, 
1982. 

The Prose-2000 commercial text-to-speech system was 
first developed in conjunction with a reading mach]ne for the 
blind project at Telesensory Systems by James Bliss and his 
associates (Goldhot and Lund, 1983; Groner et al., 1982). 
The recording is of Version 3.0 of the software. 
33. The Klattalk system, by Dennis Klatt of M.I.T. which 
formed the basis for Digital Equipment Corporation's DEC- 
talk commercial system, 1983. 

The Klattalk (1982a) laboratory text-to-speech system 
software was licensed to Digital Equipment Corporation as a 
basis for the commercial DECtalk text-to-speech system an- 
nounced in 1983. The recording is of Version 3.0 of the 
DECtalk software. 

34. The AT&T Bell Laboratories text-to-speech system, 
1985. 

A new AT&T Bell Laboratories laboratory text-to- 
speech system (Olive and Liberman, 1985) uses the Olive 
(1977) diphone synthesis strategy in combination with a 
large morpheme dictionary (Coker, 1985) and letter-to- 
sound rules (Church, 1985). The laboratory system was 
demonstrated at a 1985 meeting of the Acoustical Society of 
America. 

35. Several of the DECtalk voices. 

Examples of some of the voices provided by the DEC- 
talk text-to-speech system: (1) Beautiful Betty, (2) Huge 
Harry, (3) Kit the Kid, (4) Whispering Wendy. 
36. DECtalk speaking at about 300 words/minute. 

Example of u.sing the DECtalk speaking rate command 
to skim material at a rapid rate. The nominal speaking rate 
has been set to 350 words/rain, [ :ra 350 ], although this 51- 
word passage took 11 s to speak, indicating an effective rate 
slightly under 300 words/min. 

•For an application requiring a limited set of sentences with known struc- 
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ture, such as telephone numbers, some success has been achieved in conca- 
tenating "vocoded" whole words. This is because it is possible to smooth 
vocoder parameters at word boundaries, modify durations, and impose a 
sentence fundamental frequency contour on the word string (Rabiner et 
al., 1971; Olive and Nakatani, 1974). Also, Cooper et al., 1984) describe 
an early plan to concatenate recorded words in a reading machine for the 
blind application, where the motivation of the listeners might overcome 
weaknesses of the presentation, but the approach was subsequently aban- 
doned in favor of synthesis by rule. 

2Postvocalic devoicing and flapping are actually late rules, occurring after 
vowel durations are computed. The proper ordering of rules is an impor- 
tant issue in the design of text-to-speech systems. 

3Looking at the same data, we might not agree with their intuitions. 
4The parameter k was assumed to be 0.5 by Delattre et al. ( 1955) and by 
Holmes et al. (1964). 

SActually, Peterson et al. (1958) proposed the term "diad" as a set of di- 
phones all having essentially the same articulatory trajectory from the 
middle of one segment to the middle of the next, but differing in prosodic 
values such as duration and fundamental frequency contour. Hank Truby 
was the first to use the term "diphone" by separating out prosody as inde- 
pendent variables in synthesis, and calling the remaining phonetic transi- 
tion ( as represented by synthesizer control data) a "diphone." As the term 
diphone has spread in usage, some authors allow it to refer to larger syn- 
thesis units such as consonant clusters when needed to maximize synthesis 
fidelity (Dixon and Maxey, 1968), but we will restrict the term here to 
mean a transition between adjacent phonetic segments. 

6For example, English vowels can be divided into tense inherently long 
vowels and lax short vowels (House, 1961 ). 

7The number of distinguishable stress levels at the lexical and phrasal levels 
continues to be an area of linguistic dispute; see Vanderslice and Lade- 
foged ( 1971 ) and Coker et al. (1973) for extremal positions. 

8In phonological theory, there is usually a distinction made between a rule 
that changes a feature or segment discretely, and a feature implementation 
algorithm that is subject to low-level physiological constraints, contextual 
influences, and graded behavior. Thus a parameter adjustment rule need- 
ed in speech synthesis probably should correspond to the feature imple- 
mentation level of description (e.g., voice onset time is slightly longer for 
high versus low vowels even though glottal timing commands might be the 
same in two situations), whereas allophone selection rules should corre- 
spond to actual rule-governed changes to motor commands, as reflected 
by a change to some segmental feature. 

9Not all phonological simplifications preserve boundary information; for 
example [h ] deletion and flapping result in an inability to distinguish be- 
tween "but her" and "butter." 

•øIf errors were independent, words correct would be approximately equal 
to phoneroes correct to the sixth or seventh power, times the probability of 
getting the stress correct. 

•It is perhaps unfair to evaluate this system against a random sample of 
words because it was intended to be used in the context of a large mor- 
pheme dictionary, and therefore would be activated only for rare words-- 
words that may be more regular in their pronunciation. 

•2Use of the solid curve is equivalent to assuming that another million-word 
text sample will contain exactly the same 50 000 words, whereas it is likely 
that a different set of rare words will be found in the new text. 

•3It is surprising how outdated this corpus has become if the goal is to obtain 
a lexicon representative of modern textual material; Allen and Finkel re- 
moved more than 15% of the items as outmoded or too parochial when 
they were collecting morphemes by hand. We would all benefit from a 
modern replication of the Ku•era and Francis task, especially now that it 
is practical to examine much larger data bases than only a million words. 

•4In theory, every time a new rule was added to the morph decomposition 
process, it was necessary to go back and check the entire lexicon for acci- 
dental incorrect decompositions. 

•SAn even less sensitive test is the diagnostic rhyme test (Voiers, 1983) 
which involves a single pair of alternative responses for each familiar CVC 
word. 

•6Most of these "errors" can be attributed to problems with phonemic sym- 
bolization; phonetically trained listeners typically perform at better than 
99% correct on the same task (Rabiner, 1969). 

•7Multipulse linear prediction was designed to make possible the detailed 
modeling of the voicing source waveform, but in fact it is simply a method 
of introducing zeros into the representation of any speech sound. It ap- 
pears that multipulse has little advantage for voiced segments in text-to- 
speech systems because the rule system imposes an fo contour different 

from that observed in the original natural speech recording. However, 
multipulse may be able to better approximate, e.g., the coherent release of 
plosive bursts (Maeda, 1987). 

•SPisoni and Koen( 1981 ) obtained similar results, although the difference 
between natural and synthetic speech was greater, perhaps because the 
MITalk system that they used is not quite as intelligible. 

•9Carlson and Granstr6m (1976) had noted the same kind of listener adap- 
tation without feedback in an earlier experimental evaluation. With feed- 
back, listeners can improve considerably in performance on intelligibility 
tests, even with poor quality synthetic speech (Schwab et al., 1986). 

2øFor example, Xerox Corp. has retrofitted a number of Kurzweil Reading 
Machines for the blind that are located in public libraries with the more 
intelligible Prose-2000 text-to-speech board. Digital Equipment Corpora- 
tion has offered a special price for DECtalk units sold to handicapped 
individuals and manufacturers of handicapped devices, resulting in a 
more than one million dollar price reduction on units sold to this popula- 
tion. 
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